wtimi

integrated data mining

wtimi

integrated data mining

T stardust

v multivariate 3D segmentation

StarDust — Quick User’s guide ,1.06

Company headquarters:
Address: Chemin des 2 Villers, 11 - 7812 Ath (V.N.D.) - Belgium

Phone (global): +32 479 99 27 68
Phone (Americas): + 57 300 675 13 69

Creation date: October 2008
Last Edited: July 2019
Last Edited by Frank Vanden Berghen

1|Advanced Analytics Platforms

sales@timi.eu www.timi.eu


mailto:sales@timi.eu
http://www.timi.eu/

witimi

integrated data mining

multivariate 3D segmentation

1. Introduction
Welcome to the Quick user’s guide to StarDust !

This document will guide you through the process of creating and interpreting a segmentation model
using StarDust. The concepts used to create a good segmentation analysis are quite abstract and a
small knowledge of college-grade mathematics is required to read this guide. Don’t worry! Stardust is
fully automatized and really easy to use! This document is self-contained and no additional knowledge
is required before reading it. Once you have grasp the small concepts explained in this guide, you will
be able to create the most advanced segmentation models with StarDust! With StarDust you can easily
explore terabytes of data and extract some useful knowledge. Discovering new insights about your
customers should be fun and easy. ...and now, it’s the case with Stardust! It's a whole new (VR) world
waiting to be discovered hidden inside your databases.

This document does not cover the creation of predictive models with TIMi.

During the course of this document we will analyse together a dataset named “census—income” (in
statistics, the “data-tables” that are analysed are named “datasets”). This dataset contains data about
the financial incomes of the inhabitants of the United State of America. Here is an extraction of this

dataset:
Is taxable
income country | Weeks
- - y
key | amount | age education marital stat race |sex . worked
above of birth | .
in year
$50K ?
1 0 73 | High school graduate Widowed White F USA 0
2 0 58 | Some college but no degree Divorced White M [USA 52
3 0 18 | 10th grade Never married Asian F Vietham 0
4 0 9 | Children Never married White F USA 0
5 0 10| Children Never married White F USA 0
6 0 48 | Some college but no degree Married-civilian Indian F USA 52
7 0 42 | Bachelors degree(BA AB BS) Married-civilian White M [USA 52
8 1 28 | High school graduate Never married White F USA 30
9 0 47 | Some college but no degree Married-civilian White F USA 52
10 0 34 | Some college but no degree Married-civilian White M | USA 52
11 0 8 | Children Never married White F USA 0
13 0 51| Some college but no degree Married-civilian White M | USA 52
14 1 46 | High school graduate Divorced White F Columbia 52
15 0 26 | Bachelors degree(BA AB BS) Never married White F USA 52
16 0 13 | Children Never married Black F USA 0
17 0 47 | Bachelors degree(BA AB BS) Never married White F USA 52
18 0 39 | 10th grade Married-civilian White F Mexico 0
19 0 16 | 10th grade Never married White F USA 0
20 0 35 | High school graduate Married-civilian White M | USA 49

In opposition to a predictive model, we don’t have any “Target” column to explain during a
segmentation analysis. What's interest us is the segment of customers inside your database.

The “census-income” dataset contains a special column: the “primary key column” or, in other words,
the “primary key”. The “primary key” contains a different value on each line of the dataset. Its utility
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is to be able to define in a unilateral way each line of our dataset. The concept of “primary key” is well
known in the database world. If you want to know more about this subject, | suggest that you ask your
database administrator. The “primary key column” in our dataset is named “key”.

StarDust is able to process datasets stored in many formats. Your datasets can be stored inside
relational databases (like Microsoft SQL server, Oracle, Informatix, MySQL,...), SAS dataset files
(.sas7bdat files) or simple “flat files”. The preferred storage format for TIMi is a CSV-flat-file
compressed in RAR format.

1.1. Quick start

For those of you that are in a hurry and already know everything there is to know about TIMi, PCA, K-
means algorithm and Ward’s Algorithm, you can directly obtain a segmentation in less than 30 seconds
and 5 mouse clicks in this way:

D,
1. Run StarDust (click on the StarDust icon |4 or on the ‘ Start Segmentation Analysis

button inside the “.TypeXML file” editor). (This is mouse click “1”).

2. Openadataset: To open a dataset a dataset in Stardust, you must actually open the associated
“ DescXML file”. Click the = \_ button and browse for the “.DescXML file” associated with the

dataset that you want to analyze. (This is mouse click “2”).

3. A new window appears:

@ StarDust - untitied.SegXML (=@ % ]
WY TARERG 4aFIP = -
- H/I = < W gl =2
{9 Load Dataset - Select Variables [l =
Get variable weight from predictive model: | Browse
Varicbles: | Inactive | [ actve | [ Dusative
Na‘me Type  Active lllustrative Weight Factor -
num persons worked for employer value = 1
own business or self employed code value = 1 L
veterans benefits code value | 1
year value = 1 R
age value ] 1
capital gains value B 1
capital losses value = 1
detailed industry code value = 1
detailed occupation code value = 1
dividends from stocks value |} 1
instance weight value B 1
wage per hour value B 1
weeks worked in year value = 1
citizenchin nomi. 7l [ il 2
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This window allows you to, basically, select which column will be loaded into memory for
analysis. For more information on this window, see the end of section 4.2.2. You can directly

click the button (This is mouse click “3”).

4. The next “parameter window” allows you to configure the normalization of the variables, the
PCA, the distance used inside the clustering algorithms (Euclidean, Cosine, Etc.), the K-means
algorithm parameters in itself, the Ward’s algorithm, the 3D display and so on... You can use
the default values for all settings: click the button (This is mouse click “4”).

5. You get a first 3D view of your population. You can already directly “see for yourself” the
segments (and some outliers). You obtain something like that:

‘ W StarDust - S/my tim/test/census-income.SegXML o &) -t
File Parametrize  Open New window 30 Display

dY TAREEG 43 B

Y-PCA AXIS 2

?

- Segment 1

> Segment 2

e Segment 3

S outliers

0.00%(0)

If you cannot see any segments, it means that you dataset most certainly contains
some outliers, see section 5.4.1 to know how to remove them.

See the section 5.3 to know how to configure this 3D display to easily explore all your
data. You can also use the very powerful “multivariate PCA zooming” techniques

described in section 5.4.2 to visually explore more precisely a specific subset of your
dataset.
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6. Click repetitively on the % button to obtain different segmentations (This is the final

mouse click: mouse click number “5”). Each time you click on the % button, a completely

new segmentation is computed and shown.

The (many) parameters used to create the segments are all accessible when you click the H

button or the R button. The main difference between the @Bﬁ button and the R button
is that the later is applying your modifications “in real-time”: i.e. You don’t have to click
the ok button to see the result of your modifications: you can directly see “in real-time”
all the windows of StarDust updating.

See section 5.5 to know more about all the different parameters of the segmentation
algorithm of StarDust.

For example, the most important parameter is the number of segments that you want to

obtain. To choose the right number of segments, click the R button and select the

“segmentation 2” tab: The position of the vertical red line inside the following window defines
the number of segment that you want (in the example below we want 4 segments):

Ward's Algorithm

|MST—Minimum Spanning Tree (non-spherical segments) - | Mumber of Clusters after hierarchical agaregation: = U

Segment 1
Segment 14
Segment 2
Segment 4
Segment 10

Segment 12
Segment 9
Segment 13
Segment 7
Segment 15

H

Segment 5

Segment 3

) 3

Segment 11
Segment 3 3
Segment &

S

Click anywhere inside the “hierarchical-tree” window to move the red line: it changes the
number of segments (See section 5.5.3 to have more information about this window and the
Ward’s algorithm). You can instantaneously see the results of your decision inside the main
3D display window: When you move the red vertical line with your mouse, it changes the
(number of) segments and the colours of the points inside the main 3D display are
(instantaneously) changing. Inside the main 3D display, each colour represents a different
segment: for example, in the example below there are 3 segments (because there are 3
different colours: yellow, purple, blue turquoise):
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@ StarDust - Si/my tim/income/income.SegXML @M

File Parametrize Open New window 3D Display

e TASIEYE & B

e
#PCA AXIS 3
X-PCA AXIS 1
& LD
) - &
ﬂ.‘a }".
o= A 4
0.00%(0)

7. Once you have found a nice segmentation, you can save the segmentation model, to use it
later in combination with TIMi: Select the “segmentation 3” tab and click the “export” button:

Export Seapdntation model /
Export Filename: 5:/my timfincome fincome. SModelXML

(See section 5.5.6 for more information on segmentation models)

8. Youcan also “explain” the different segments, using different charts and summary tables. See
sections 5.5.7 and 5.2.12 to know how to create nice and colourful reports that explains your
segments to the business- users.

2. Introduction to the PCA techniques
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2.1. Dimensionality reduction

StarDust allows you to visually explore on your computer screen the entire studied population. This
visual exploration allows you to find interesting figures about your data:

o Detect Outliers and non-valid data

e Find Segments of customers having similar behaviour

e ..and Discover hidden patterns inside your data

Let’s directly illustrate the study using the classical census-income database. Each row of the census-
income database is an individual.

We can represent this database graphically in the following way:

# StarDust - Si/my tim/test/census-income.SegXML =

File Parametrize Open Newwindow 3D Display

Y TARRTE 4@ -

Y-capital gains

J0.18%(350) j /

On this graphic, each “screen-dot” is an individual. The coordinates of one dot (one individual) are:
e Xisthe “age”
e Yisthe “capital gain”
e Zare “weeks worked in year”

We could have used other information about the individuals to obtain a 3D coordinate because a 3D
coordinate is, in the end, only 3 numbers. ... and these 3 numbers could come from other columns,
also present inside the dataset: We could have used:

1. “number of people working for an employer”

2. “capital losses”

3. “dividends from stocks”

4. “wages per hour “
5

“ ”

age
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6. “capital gain”
7. “weeks worked in year”

There are 7 numerical variables for each individual inside our dataset. So, we could represent an
individual by a point with some coordinates in 7D. Unfortunately the human eye can only see in 3
dimensions so we could only select 3 columns: the “age”, the “capital gain” and the “weeks worked in
year”. If we want to represent an individual exactly, we need to be able to see in, not only 3D, but in
7D, so it’s not possible. BUT there is a “trick”. The common trick is using a PCA. PCA stands for
“principal component analysis”. The PCA is a common « trick » to do « dimensionality reduction ».

2.1.1. A first example: from 2D to 1D
To explain how to use the PCA technique to do « dimentionality reduction », we will start with a small

example. We have here many points in 2D (2 dimensions) and we want to reduce the dimension to
1D:

0r

+
20t + . + 7t
+ ++ *
- +
10+ + .
+ I S
T+ ++ L+ +
ot t oy T
+
T T+
+ + 4
¥+ +
A0r + N +
#+ ty
20t i
30 L L L 1 L I
30 -20 10 0 10 20 30

(For the census-income database, we have points in 7D and we want to reduce the coordinates in
3D).

The output of the PCA analysis is a set of different perpendicular directions represented in red on
the chart below:
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Let’s project all the blue points of the database on the first PCA axis (PCA1): the projection is
illustrated in this chart in green:

We obtain a new dataset that is represented here in blue:
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> ° °

This new dataset can be “seen” in one dimension along the PCA1 direction:

»CAL

We just reduced the dimension: the 2D points are now in a one-dimensional-space. During the
dimensionality reduction, we didn’t lose too much information because the distance between the
(same) point “before” and “after” projection is small. This is thus a good dimensionality reduction.

2.2.2. A second example: from 3D to 2D

Here is another example:
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We start from 3D points and we want to reduce the dimension to 2D. The Points in 3D are in blue. The

Projection of the points on the « floor » is represented with green lines. The PCA1 and PCA2 axises are
in red.

Let’s project all the 3D points on the plane defined by the PCA1 and PCA2 axises. The points after
projection are in Blue. The projection direction in itself is in green. Please, note that the distance
between the points Before and After projection is very small, so we don’t lose much information when
we are projecting all the points on the PCA plane (we didn’t disturb the “true original position” of the
points too much when projecting):

704
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After projection, the 3D points are now in a 2D space formed by the PCA1 and PCA2 axises. We just
reduced the dimension from 3D to 2D without losing too much information:

A

PCA2

N T

To summarize, the PCA is a technique that allows representation of high dimension « points » into a
lower dimensional space. The first PCA axises are defining priviliged directions that are the best
directions on which to « project » in order to « loose » as little information as possible.

2.2.3. Viewing segments

Let’s consider another example. We still want to reduce the dimension of the 3D points to only 2D.
Please note that there are two different families of points: the crosses and the circles.

20 30
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Let’s project all the 3D points on the plane defined by the PCA1 and PCA2 axises. The points after
projection are represented in Blue. The projection direction in itself is in green:

___________

,,,,,,,,,,,,,,

20

10

The PCA is working fine and, after projection, we can still differentiate the two families of points: the
"crosses" are far away from the "circles". The PCA allows us to « visually » find segments inside the
population: you can easily « see the segments » after a projection on the PCA axises.

What happens if we use some other directions than the PCA directions to perform dimensionality
reduction? Let’s project all the 3D points on a randomly chosen plane. The points after projection are
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in Blue. The projection direction in itself is in green. Note that the green lines are very « long »: it
means that “this is a very bad projection” because the position of the points before and after
projection is very different.
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After projection, we cannot differentiate the two families of points anymore: the "crosses" are now
mixed with the "circles":

This is a really bad « dimensionality reduction » because we lost so much information that we are
not able to see any segments anymore
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2.2.4. Going back to the Census-Income dataset

Let’s go back to the « Census-Income» database. For each individual, we have 7 variables (7
numbers):

1. “number of people working for an employer”

2. “capital losses”

3. “dividends from stocks”

4. “wages per hour “

5. “age”
6. “capital gain”

7. “weeks worked in year”
Thus, each individual is a 7D (seven dimensions) point. We will « project » these 7D points into 3
Dimension using the PCA technique. This is the result of the projection that is automatically
delivered by Stardust:

‘ W StarDust - S/my tim/test/census-income.SegXML Lo (=) e
File Parametrize  Open New window 30 Display

(Y TAREEG 43 B

Y-PCA AXIS 2

?

- Segment 1

> Segment 2

e Segment 3

_, outliers

0.00%(0)

Using Stardust, you can directly « see » for yourself the 3 segments inside the dataset. By simple visual
inspection, you discover existing, natural segments inside your population. You can even see some
outliers.

15|]Advanced Analytics Platforms

sales@timi.eu www.timi.eu


mailto:sales@timi.eu
http://www.timi.eu/

2.2.5. Projecting the original axises inside the reduced space.

Let’s take another small example:

Here is an illustration on how the “original axises” of the original space BEFORE dimensionality
reduction are “projected” inside the reduced space defined by the PCA1 and PCA2 axises:

Original Axis 3 Original Axis 2 = prajected Axis 3

g }Projected Axis 1

Rrojected Axis 3 - -4& ; -rieina A_.XIS 1

The projection of one original axis inside the spaced defined by the first PCA axises is a “short” vector
if the original direction is not preserved very-well after projection (see for example on the above
figure, the “original axis 3” which is nearly perpendicular to the PCA plane). The quality of the
representation of an original axis is thus proportional to the length of the corresponding vector in the
reduced space.
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Of course, only the axises that were included inside the “PCA-dimentionality-reduction-
computations” can be projected inside the reduced space. The other axis can’t be represented.

The projected axis that “points” in the same direction (inside the reduced space) are representing
(positively or negatively) correlated concepts. For example, inside the census-income, we can observe
the following:

ib StarDust - 5:/my tim/income/income. SegXML ib StarDust - 5:/my tim/income/income.SegXML
File Parametrize Open New window 3D Display File Parametrize Open New window 3D Display

JM TAREEG 4@ [ 1ulY TARM WO 4

dividends from steet

um persons worked for employer

Y-PCA AXIS 2 capital losses

apital losses

| =i

10.00%(0)

X-PCA AXIS 1dividends
Z-PCA AXIS 3
| L] N orked in year
8 oo y
weeks worked in year ~ 1 10:00%(0) \
ju.

\m persons wo

n ou

The variables “capital losses”, “capital gains” and “dividends from stocks” are more or less in the same
alignment (the sign of the arrows are not the same but the direction is). This means that all these
variables are representing more or less the same concept.

There are two more additional concepts that are “perpendicular”: the “num persons worked for
empoyer” and the “weeks worked in year”. Thus, you can clearly see the 3 main concepts inside the

»n o u

database: “capital losses”, “num persons worked for empoyer” and the “weeks worked in year”.

You can also see (on the chart on the left) that the yellow segment is mainly composed of people that
have high “capital losses”.

You can also see (on the chart on the right) that the purple segment is mainly composed of people
that have high “capital gains”.
2.2. Distance definition
Now that we have seen how to visualize the segments, we will proceed to the next step that is “create

a segmentation”. Segmentation is the action of « grouping together », inside the same segment,
customers that are « similar » or « close ».
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With StarDust, you can:
1. Create « Segmentation Models » that automatically assign individuals to the right segment
when receiving a new database.
2. Easily describe each segment from a business perspective thanks to a large set of intuitive
charts that are generated automatically for you.

We will now see how to create a « Segmentation Model ».
2.2.1. The K-Means Algorithm

Let’s start with a small example where each customer is represented by only 2 values (v1 and v2): each
customer is a 2D point. A segmentation model is a model that assigns a color to each of these points.
Each color represents a different segment. Here we have represented a segmentation model that
finds 3 different segments in the dataset:

e Segmentone iscomposed by the customers in green

e Segmenttwo is composed by the customers in red

e Segment three is composed by the customers in blue

See illustration:

V2 A
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To construct a segmentation model, Stardust uses (amongst other algorithms) the K-means algorithm.
The K-means algorithm works this way: first we assign randomly one customer to each segment:

O

Thereafter, we assign all the customers to the nearest segment:

../&\5

After, we re-compute the center of each segment.

=
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... and we repeat: We assign, once again, each point to the nearest “center”.

e

... and we re-compute the optimal centers.

R

... and we repeat:
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... and we repeat until the segmentation no longer changes:

O

osg?

o

o, A o

s Please Note that the very first step of the K-means algorithm is to assign randomly one customer to
@/ each segment (and after iterate).
These “special” customers are named “seeds”. Usually, different “seeds” will give different (but
hopefully close) segmentations. Thus, there is no unique segmentation: Depending on the “seeds” you
will usually find different segments.

Amongst all the different segmentations proposed by TIMi, you should choose the segmentation that
has the best interpretation from a business-point-of-view. TIMi offers you many different intuitive
charts that allow you, in a few mouse clicks, to interpret easily your segmentation from a business-
perspective, and therefore, to easily select the segmentation that is the best for you (and always from a
business-perspective!).

2.2.2. Automatic assignment of new customers to segments

Let’s see what happens when a new customer arrives... to know in which segment this customer
belongs, we have to compute the distance between this new customer and the center of each
segment. In this example, the closest segment is the green one:

O

Omsg?
i

oy o)

<0

Which segment ?

So, this new customer belongs to the green segment.
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As you can see, the K-Means algorithm uses « distances » extensively. So we need to define good
« distances ».

2.2.3. All the type of distances available inside StarDust

A complete « segmentation model » is composed of:

o Alist of « centers » of each segment.

o A definition of the « distance » used to compute the distance to each center.
Let’s have a closer look at the distances available inside StarDust.

With StarDust, you can mix several types of distances:
* The Standard Euclidean Distance
* The Pearson Distance (also named Cosine distance)

Each distance can be used inside different kinds of space:
* The Original Space of the variable
* The Quantile Space
* The Space defined by the first axises of the PCA.

The pearson (or Cosine) distance is very useful when using Stardust to do text mining. When doing
“textmining”, each row of a dataset represents a text-document. The pearson (or Cosine) distance is
commonly used to define distances between text-documents.

As a reminder, the Euclidean distance between the point A and B is expressed this way:

Dist(A,B) = \/(XA - XB)2 +(Y, _YB)2
= \/(XA - XB)Z +(Y, _YB)2 +(Z, _ZB)2 +e
= (D1, - D1,)? + (D2, - D2,)? + (D3, — D3;)? +...+ (Dn, — Dng)?

It is simply the length of the red line here:

Dimension2:Y

> Dimensionl: X
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2.2.4. A first example about the importance of variable “normalization”

Let’s now take a more real example. Let’s assume that we have a dataset with 2 columns that are
the 2 dimensions used inside the Euclidean Distance used to construct the segments. These 2
columns are:

1. Age expressedin Year 0< Age<100

2. Size expressed in Meter 0<Size<?2

The classical Euclidian Distance is: Dist(A,B) = \/(AgeA — Age,)* +(Size, —Size,)’
This distance, however, is not very good.
Let’s take an example. Let’s compute the distance between 3 individuals: A, B and C.

A and B are separated by one meter of size. So the distance between A and B is one.
In opposition, B and C are separated by 10 years. So the distance between B and C is ten.

Size
B C
Size, = Size, =2 — .
. ° * ] . t. 'o. ° ¢ ® o o
Stze, =1 ’ Ae 1
> Age
1 Age,—Ag =30 40=Age, 100 =

You can directly see that there is a problem here. Graphically, we can see that B is closer to C than A
but the Euclidean Distance “says” the opposite:

Dist(A,B) = \/(AgeA — Age,)? +(Size, - Size,)? =1
Dist(B,C) = /(Age, — Age.)? + (Size, — Sizec)? =10

'’

So, there is a problem in the Euclidean Distance. The problem comes from the fact that the “age axis’
goes from one to one hundred... and the “size axis” only goes from one to two: The range of the two
axises must be similar in order to have a meaningful distance.
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To correct this unfortunate situation, we will define a “normalized-distance” where each axis has been
normalized to obtain more or less the same range. For the “normalized-distance”, the “age” has been
divided by one hundred and the size stays the same:

A Si~ze = Size
~ ~ B L C o _Age
Sizes —Stzec =2 H . Age = gKoo
. 0 ’ e o ® o. . ° o ° © ° °
Sizes —1 A i}
- - - > Age
1 Age,=Age; =03 04= Age_ 1

Using this new “normalized-distance”, now, we have:

Normalized — Dist(A, B) = \/ (Age,— Age,)? +(Sizea—Sizes)? =1

Normalized — Dist(B,C) = \/(AgeB— Age. )’ +(Sizes - Sizec)? =0.1
It’s now ok: B is closer to C than A.
As a conclusion: Normalization is Important! We must always use « normalized - distance» !

If we compare the “standard-distance” with the “normalized-distance”, we can see that:

Dist(A, B) = /(Age, — Age,)? + (Size, — Size, )? =1

- - - - sze = Size
Norm.- Dist(A,B) = \/(Age — Age, )’ +(Sizea—Sizes)? -
A B Age :Ag%)o

Age Age : :
:\/( g Y00~ g %00 +(Size, —Size )’

Age, - Age, )’ +@SizeA —Size, )’

The equations defining these two distances are very close. There are nearly the same. The only

difference is that, for “normalized-distance”, you have normalization factors (%OOOO and 1) in front

of each term of the sum. Keep that in mind.
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2.2.5. A second example about variables representing the same concept

Let’s take another example: We have a dataset with 3 columns. These 3 columns are:

e The Age expressed in Days (AgeD)
e The Age expressed in Months (AgeM)
e TheSize (Size)

Using these 3 axises, we can define this Euclidian Distance:

Dist(A,B) = \/(AgeDA— AgeD,)’ +(AgeM ,— AgeM ,)* + (Sizea— Sizes)®
(Note that we are using « normalized » distance)
We can obtain the “age expressed in days”(AgeD) of an individual by multiplying by 31 the age of the

same individual expressed in months. When we are using this relationship inside the equation of the
Euclidean distance we arrive to this final equation.

— . . ——————— AgeD~314geM
M(X,Y):\/(AgeDl—Ag‘-’Dn)z +(AgeM ,— AgeM,, Y’ +(Sizes—Sizes)’

B 31, 4 M M, -+ (S-S
G XA, - A, Y +(Sre—Soen)
= (Ag;M A_Ag;Al 5 +(&jze,,—.$‘i}en)2

Normalization is lost !

There is something very wrong about this final equation: We are changing the normalization factor.
The « weight » given to the «age concept» is wrongly multiplied by more than 900. The
« normalization » of the variables is lost when two variables (here: the “age expressed in days” and
the “age expressed in months”) are representing the same concept.

Let’s represent graphically the “age expressed in days”(AgeD) and the “age expressed in
months” (AgeM):
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Each ‘+’1s an individual
AgeD

Each cross here is an individual. For example:
— e anindividual that is 31 days old is, indeed, one month old (AgeD=31; AgeM=1).

+— an individual that is 63 days old is, indeed, 2 monthes old (AgeD=63; AgeM=2).

You may remember this chart from the previous section about “dimensionality reduction”:

0

CAl

20

ol PCA3

. \Q\:Q\

201

./

=

30 L L 1 L L 1
-30 -20 -10 0 10 20 30

On this chart we computed the 2 PCA axises in order to reduce the dimension. We will do the same
on this new population:
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We obtain 2 PCA axises named “PCA1” and “PCA3”. If we compute the coordinates of each individual
inside the new coordinate system defined by the “PCA1” and “PCA3” axises. We will notice that:

e OLD individuals have a HIGH value along the “PCA1” axis

e  YOUNG individuals have a LOW value along the “PCA1” axis.

So the PCA1 axis represents the “age” concept. The PCA3 direction represents the small error in
converting the age from months to days. The values along the PCA3 are completely uninteresting so
we will simply never use them.

So, instead of defining the distance on the original axises: “age expressed in days”(AgeD) , “age
expressed in months”(AgeM) and “size” (SIZE):

- _ AN Arel )2 M AnaM \2 4 (Qiva . Qiva )\
Dist(A, B)_\/(WDB) +(AgeMw) +(w

... we will now express the distance inside the PCA axises:
e PCA1 that represents the “age” concept
e PCA2 that represents the “size” concept
e PCA3 that represents the small error in converting the age from months to days.

This gives us:

Dist(A, B):\/(PéAlA— PCALs)? + (PCA24— PCAZ5)? + (PC 8%

« Age » concept « Size » concept Conversion of Age

from month’s to days

Note that we did not include inside this new definition of the Distance, the distance along the « PCA3 »
direction because it’s completely irrelevant. You can see that it is irrelevant because the range of
values in the PCA direction is very small. This new definition of the distance is the best one possible.
You can see the range along the « PCA3 » axis here:
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This range is so small that it is totally useless and does not represent anything: it’s noise. So, it’s
important to know the range of value along each PCA direction because you must drop from the
distance-definition the PCA directions that have small variance. StarDust automatically displays the
range of values along all PCA axis: In this graphic (from StarDust), we see that the range along the
PCA8 axis is very small:

3 A variance (9 fom]

3500001
3DDDDDL
2500004
200000f
1500009

100000

5000 . 2 : 3 5 5 7 g > PCA axis number

Mumber of Var Selected = 0 [ OK. ] | Cancel |

So, a good distance definition should only include terms from PCA1 to PCA7 and NOT PCAS8: For
example:

Dist(A, B) = \/i(PéAiA— PCAis)?

i=1
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2.3. Summary

To summarize, PCA is used to:

1. do dimensionality reduction.

2. create good « distances-definition ». We need a correct « distances-definition » so that the K-
Mean algorithm works properly and delivers good segmentation models. Without a PCA, the
classical « distances-definitions » base on Euclidean-distances are giving random weights to
each concept, thereby producing a totally random and arbitrary segmentation.

As you can see, a correct methodology for a good segmentation analysis relies heavily on PCA analysis.
Stardust is the only segmentation tool that is directly offering you, in a few mouse clicks, a complete
« PCA analysis » in all the steps of the segmentation analysis.

We will now see how these two concepts are used inside StarDust to:
e Produce a segmentation model
o Describe each segments from a business perspective

3. TIMi Installation

To summarize, the installation procedure for the portable installation of TIMi is:
e Download the 3 files from:
o For a 64-bit PC:
» http://download.timi.eu/TIMi64 Full/unzip.exe
» http://download.timi.eu/TIMi64 Full/unzip TIMi64 Portable in C SOFT.bat
» http://download.timi.eu/TIMi64 Full/TIMiPortableFull x64.zip
o Fora32-bit PC:
> http://download.timi.eu/TIMi32 Full/unzip.exe
> http://download.timi.eu/TIMi32 Full/unzip TIMi32 Portable in C SOFT.bat
> http://download.timi.eu/TIMi32 Full/TIMiPortableFull win32.zip

e Place the 4 downloaded files inside the same directory and execute (double-click) the file

“unzip_TIMi??_Portable_in_C_SOFT.bat”. This will install TIMi inside the (default) directory:
C:\soft\TIMiPortable
e Optional (admin required): Run the executable:
"<root_of_install_dir>\Add_TIMi_ShortCut_On_All_Desktops.exe"

This will add 2 shortcuts (one shortcut to run TIMi and one shortcuts to run Anatella) on all the
desktops from all the users from the server.

e Follow the procedure described in the document TIMi_License Guide en.pdf to get the Serial
Number for TIMi

You'll find mode details about the different options for the installation of TIMi inside this document:
http://download.timi.eu/docs/TIMi_Deployment.pdf

4. How to start StarDust ?

4.1. Introduction

StarDust can be used BEFORE and AFTER constructing a predictive model.
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You can use StarDust BEFORE constructing a predictive model to find the different segments of
customer inside your database. Thereafter, you can easily create one predictive model per segment.
In some not so rare situations, creating several “small” predictive models for each of the segments
(instead of one “large” predictive model on the whole database) can lead to a higher predictive
accuracy.

I”

You can use StarDust AFTER constructing a predictive model to analyse in more detail your “target”
group. Indeed TIMi already gives you a nice MSWord reports that already gives you detailed
information about the profile of your target but, on some not so rare situation, you can still obtain a
better understanding of the profile of your target using StarDust. Let’s consider this example: the
target is composed of 2 segments: Poor Young people and Rich Old Men: You will see inside the TIM
analyst report something like that:

Discriminative Variables ranking

1 age

Importance  Univ.Import. correlat Weight In INDEX [%] Modalities
5] (%] with Target[%] Model[%] Min Max Highest Positive Discrim.

2 revenu

s.oE oo seil_—] oo oMM 66 T 16110t 15—
2ol se s s oM so M1 o S~ 237 v<ooo M . B

This extract from a TIMi Modeler analyst reports give you the (false) impression that your target is
composed of old AND poor men. It really looks like your “target group” can be (falsely) represented
this way:

Revenu
>~ :
i T
Rich 1 T
1 T T
i T
1 T
1 T
P I ——— T ———
: T T
T
: T TT T T,
T 1 T T
Poor T T TT T ITT T T T
1
i T 171717
i > Age
Young 1 Old

... but in reality your “Target Group” can be correctly represented this way (note that there are two
segments):

Revenu
TT
TrT

Ridh T
________1____qlL

1
Popr Tt Ty T1:
|

Young - Old

Age
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In real life, the situation depicted inside this example almost never exists. But, still, with StarDust, you
can check in a few mouse clicks the real profile of your “Target Group”.

You can use StarDust to analyse your “Target Group” and find such, more precise, “insights” about
your customers.

4.2. Using StarDust BEFORE a predictive analysis
Let’s start to analyse our dataset “census-income” with StarDust!

To use StarDust, you must have a generated a “.DescXML” file about your dataset. This section
demonstrates how to do that.

After the installation process of TIMi is completed, you should have on your desktop the following

icon: ’
»>

TIMi
Double-click the above TIMi icon and the “main window of TIMi” appears:

» TIMi Suite - Main Menu x

Main Command-ine help

>» TIMi suite

integrated data mining solutions

The Tuuls

Ll/%, anatello % TIMi Bs, stardust

\all {
ETL made easy cutomated modeling l/' rruitivoriote 3B segmentation

Modeling with TIMi
Standard Mode for Modeling

Select Audit Create Use
Data Source Data Predictive Models Predictive Models

Run Simple Modeling Wizard

This user’s guide is for TIMi v10.22 or above. It’s strongly suggested that you update you copy of TIMi
to the latest version before reading this document. All the graphics in this document are extracted
from TIMi v10.22.

You can check your version of TIMi in the following way: inside the “main window of TIMi” click on the
[" Command-Line help | tab and on the "Get TIMi Engine Version Number" button as illustrated:
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Er TIMi Suite - Main Menu

Main Command-ine help

TIMi Interface
========= (¢} Frank Vanden Berghen

USAGE:
1. timi
2. timi -d [<datasource-file >]
3. timi -t [<TypeXML-file =]
4, timi - [<config-file=]
5. timi -cs [<description-file =]
&, timi
for the diverse tools
7. timi -5 [<smallCsv-file =]
8. timi p
for the split editor
9. timi -m [<modelMerger-file =]
10. timi -w

—

e
C{Eetﬂl\"li Engine Version Mumber ) Enter License

[ sound Active

Re-Start TIMi Server

The version number is inside the new window: see illustration:

TIM Information

@ The Datamining Machinc)Frank vanden Berghen

]

HardwarellnF295-6446 ReleaseDate: 23-1-2008 ExpiryDate: 1-2009
Options: SaveModel=Unlocked GlobalPruning=Unlocked

4.2.1. The DataSource Editor (Step 1)

Select

Click on the Data Source

button of the TIMi main window.

To have more detailed informations on how to operate the “DataSource Editor”, please refer to the
section 5 (“The Datasource Editor”) of the “TIMi Modeler Quick User’s Guide”.

At the end, you should have something like this:

b
% TIM Data Source Editor (= E e

File ‘Windows
~Main [ Show DataSource Execution Log

rData Source Definition

@ CSV file Souarefle () SASFile  (7) ACCESSfile  (7) ODBCLink () OleDB link:

.~ CSV file

FileMams:  |D:\Documents)\TIM|DATASETS|census-income. rar Browse CSW

Separator: @ COMMA () DOT-COMMA (7) HASH (7) Tabulation
() Other:

The First line of CSV file contains the column names

~TIM datamining project Settings

Working directory containing

allthe Analysis Results: | |DA\Documents| TIMIDEMO-INCOME [ . || make andjor Browse Dir |
Project Name (.TypeXML): | demolncome|
Read all the * lines to perform the guess Favor precision over high-compression-ratio

For in-memory dataset storage

Start Analysis
({Generate .TypeXML Fila)
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Click the

Click the

et Analye ‘ button and wait a little. You should pretty soon see:

Guess process finished ]
@ TypeXML File created successfully.
Do You want to open the new TypeXML file for editing?

yes | button and the TIMi “.TypeXML file Editor” appears.

4.2.2. The Type Var file Editor (Step 2)

ey

There are three ways to start the . TypeXML file Editor:

1.

Create a new .TypeXML file using TIMi and open it directly after creation (this is normally what
you just did)

Click the Eafft button inside the main menu of TIMi.
(W [a]

Double-click on a “*.TypeXML” file inside a “file explorer” window.

Using the Type Var Editor you can specify the type of each column of the dataset. There are basically
five types of columns:

Value type. Examples are: Age, Size, Cost, Price,...

This type of column can only contain numbers and exhibits an ordering property. For
example, a six-year old boy is younger than a twelve-year old boy and a twelve-year old
boy is younger than an eighteen-year old boy. There is an order. So a column containing
the age of a person should be of type “value”. On the contrary, a column containing the
zip code of the house of a person should be of type “nominal” because the zip code 1050
is NOT smaller or bigger than the zip code 1210. There is no order inside the zip code.

Binary type. Examples are: isMale, isForeigner,...

”n u

This type of column can only contain a “true/false”, “yes/no” semantic. These columns
contain only two modalities (T/F) or three modalities (T/F/missing).

Nominal type. Examples are CarlLabel, Region,...
This type of column contains anything that is not “value type” or “binary type”.
Target type. What is the “target column”?

This is type of column is only useful with doing “predictive” analysis. Since we are
performing a “Segmentation” analysis, we won’t have any column of this type.

Key type. What is the “primary key column”?
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integrated data mining

We will to set to the “nominal” type all the columns that contain “code”:
1. Enter “*code*” inside the Filter 1.

2. Click the [_s=ectan | button and then the button.

See illustration below:

% TIM Type Var File Editor - DA\Documents\TIM\DEMO-INCOME\demelncome. TypeXML (=] & [z

File Actions Windows

Type Var Editor }/nnalysis }/ Execution Log ]
Filter 1 Filter 2 Filter 3

NoFiler v . .
: activate Invert [7]  [] activate Invert [[]  [C] activate Tnwvert [] 9

Standard Parameters | Advanced Parameiers |

Column MName bype Ignore  Graph  Dummy  Ilustrat... Comments

ndce= 52

nQce= 47

nocc= 24

nQce= 15

?,M5A ko M5A, Nonmover, NorMSA o ...
7,5ame county, Nonmover , Different re. ..
?,5ame counky,Nonmover, Different st...
0,2,1

2,0,1

detailed industry code Valus
detailed occupation code Value
major industry code MNominal
major occupation code Mominal
migration code-change in msa MNominal
migration code-change in reg Mominal
. code-move within reg Mominal

<]

r self employed code Value
veterans benefits code Value

EEEEEEEE

e Variable activate/inactivate Variable Type Chart & Graph Create Dummy
elec

Al [ Activate ][ Inactivate ] [ Value H Nominali\J[ Binary ]DForce [ Yes H Mo ] [ es ][ Mo ]

This manipulation HAS BEEN performed in the rest of this document.

You must define the column that contains the primary key. In our example the primary key is the
column “Key”. See illustration:

_
& TIM Type Var File Editor - DADocuments\TIM\DEMO-INCOME\demalncome TypeXML (=5 [

File Actions Windows

Type Var Editor rnnalysis }’ Execution Log ]
Filter 1 Filter 2 Filter 3

Mo Filk
Lol [¥] activate Invert [| [] activate Invert [[] [ activate Invert [7] L

Standard Parameters }/ Advanced Parameters ]

Ignore  Graph  Dummy  Ilustrat... Comments
] nOce>=50000

Calumn Name

Variable activate/inactivate Variable Type Chart & Graph Create Dummy

|
SanJeICt [ Activate ][ Inactivate ] [ Value ][ Mominal ][ Binary ]Dfurca [ ‘Yes ][ Mo ] [ Yes ][ Mo ]

We do NOT have to define the column containing the target. For a segmentation analysis, there is no
target.

The other parameters available inside the .TypeXML File editor are not important at this time. You can
leave them at their default value.

Click on the “Analysis” tab and then on the ‘ Run Univariate Anslysis

button. When the univariate analysis is complete, you obtain a “.DescXML file”. You can use this new
“.DescXML file” to start a new segmentation analysis: Click the

Skark Segmentation Analysis ‘ button'
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.
&% TIM Type Var File Editor - DADocuments\TIM\DEMO-INCOME\demolncome TypeXML (= D [

File Actions Windows
Type Var Editor " Analysis } Execution Log

(@ Binary Target
Run Univariate Analysis

Continuous Target maxMemConsumption= | 100 | MB
| 0%
Explore Results Comments
’ Open audit WORD ‘ |
’ Stark Multivariate Prediction analysis ‘
‘ ‘ Start Segmentation Analysis , ‘
. J
The main window of StarDust appears:
1
< StarDust - untitled SegXML (=[=] = ]
Ny iy e ~ i g
I':'!J =] ‘ £ -
— N
# Load Dataset - Select Variables li‘g
Get variable weight from predictive model: | Browse
Variables: [ Inactive ] [ Active ] [ Tlustrative
Name Type  Active Illustrative Weight Factor il
num persens worked for employer value = 1
own business or self employed code value |} 1 _
veterans benefits code value B 1
year value = 1
age value |} 1
capital gains value = 1
capital losses value |} 1
detailed industry code value B 1
detailed occupation code value = 1
dividends from stocks value E 1
instance weight value = 1
wage per hour value |} 1
weeks warked in year value B 1
citizenshin nomi [ =1 1 2

This first screen allows you to:

1. Select the columns that will be loaded into memory for analysis. Usually, you load
everything. For very large database of several tens of gigabytes, you could “skip” some
columns to gain time and memory.

2. Select the weight given to each column. This weight can automatically be extracted from a
predictive model. This feature is very important when performing a segmentation analysis
AFTER a predictive analysis. See the next section (section 4.3) for more information at this
subject.
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All the ACTIVE and ILLUSTRATIVE variables will be loaded into memory. The active variables will be
used to create the segmentation. In opposition, the ILLUSTRATIVE variables won’t be use to create the
segmentation but rather to explain it from a business-point of view.

You can directly click the button to start the segmentation analysis: the whole dataset is
loaded into memory. Be patient: it can take some time, especially if the dataset is very large.

4.3. Using StarDust AFTER a predictive analysis

For your first lecture of this guide, | suggest you to skip this section a go directly to section 5. In this
section, we will assume that you are familiar with the usage of StarDust.

Inside StarDust, all the algorithms (PCA, K-means & Ward) are able to take into account user-defined
“weights” on the columns and on the rows.

A large weight on a row of your dataset means that this particular individual is very important. A large
weight on a column of your dataset means that this column is very important. You can set the row-

weights here: anwe column-weights here: \

i‘b AllParameters \ \ @I-E—hl
N\
Standardization | PCA I Cludeing 1 I Clustering 2 | Clustering 3 I Graphics I (Meta-)Groups |
A\ N
Item weight: ‘ > \ - ]
Variables:
Name Type InPCA  In KMeans Mormalize ight Fac =
num persens worked for employer value E ED:none 1
year value (=] ED:quantile [0.1] 1
age value (=] ED:mean centering divided by stdDev 1
capital gains value (=] CD:cosine distance(Pearson correlation) 1
capital losses value (=]} ED:mean centering divided by stdDev 1
dividends from stocks value B ED:mean centering divided by stdDev 1
instance weight value [} ] ED:mean centering divided by stdDev 1
wage per hour value = ED:mean centering divided by stdDev 1
weeks worked in year value (=] ED:mean centering divided by stdDev 1
citizenship noMi.., B ED:mean centering divided by stdDev 1
class of worker noMi.. (=] (=] ED:mean centering divided by stdDev 1| o
Get variable weight from predictive model: Browse

The column-weights are designated as W, in section 5.5.1.

The sum of the row-weights inside a segment is designated as Ws, in section 5.5.3.2.

There exist some optimal column-weights that allow you to visualize in an optimal way the
characteristics that separate your “Target Group” from the rest of the population. When you are using
these optimal column-weights, you can easily “see” and “explore” your “Target Group” in relation to
the other individuals.
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For example, for the census-income database:

i‘b Load Dataset - Select Variables M1
Get variable weight from predictive model:  S:/my tim/income income_000 fincome. ModelXML
Variables: ’ Inactive ] ’ Active ] ’ Tlustrative

Name Type  Active Illustrative  Weight Factor i
FHEMUE U d 1duut urion UL, [} [ v
migration code-change in msa nomi... &} 0
migration code-change in reg nomi... ] [} 0
| | migration code-move within reg nomi... ] ] 0
migration prev res in sunbelt nomi... ] [} 0
own business or self employed code nomi... &} 1770470541
race nomi... ] [} 0
| | reason for unemployment nomi... = ] 0
region of previous residence nomi... ] [} 0
o | sex nomi... [l ] 0 N
state of previous residence nomi... ] [} 0
tax filer stat nomi... ] = 0 E
veterans benefits code nomi... = 2210479313
taxable income amount binary [l 0 ™
N

. .~ vy

Note that we added as illustrative variable the “taxable income amcm
A good idea is to also add as illustrative variable the “sex”.

Thereafter, we load the dataset. We go directly to the chart representing the variable “Taxable income

amount” (click The J button) and we add the “True” modality as a new group.

§
9 OneDistribution - (SRR

GROUPS: Reference: [AJI] - ]vs Other: [Cur v] [Exable income amount - ]var

Minimum modality size for aggregation: D 5,0 F5 % 9976 )

taxable income amount (KL=1)

20

80

70

60

50 Add a new Group Based On Current Modality

a0 Remove last group

30 Add this Chart to the final Report

a0 Copy Chart To ClipBoard
| _

| [——

| |

missing false true
"frue” -- Red=6,2058 % (12382) - Blue=0 % {0)
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Let’s configure the display of our Groups: click the R button and select the “(Meta-)Group” tab:

@ DisplayOptions &&J

| Clustering 1 | Clustering2 | Clustering3 | Graphics | (Meta)Groups |

A Add Meta-Group In 1"| Delete Group(s) &_J Delete Meta-Group(s)

« )| 4 )| > J » I

\G Add new Group based on Current Selection

Meta-Groups:

D DISPLAY Motif Color oint Siz

4 e e @

2| Current Selection Ely

3| taxable income amounttrue [+ % - :

r'N
v
k 4

Save Selected Groups

Save Format: () One group per Line @ All Groups in different columns on each line Save Group names
Fievame: Sy imincomelocane goups v

... and we finally obtain:

i’b StarDust - Si/my tim/income/income.SegXML =AM X
File  Parametrize Open New window 3D Display
e =1 K e 4 =
i 47 ! >3 m »»
Y-PCA AXIS 2
Here are our
)t Targets !
¥
| |
AXIS 3
a6 &
0.00%(0)

Apparently, in this case, the “Target Group” is roughly divided in two parts! This is interesting... We
should investigate what’s the difference between these parts.
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5. How To use « TIMi - StarDust module »?

When the dataset is fully loaded, the main parameter window of StarDust opens automatically.

5.1. Viewing the population

Each row of the dataset is an individual that will be represented by a small green 3D point. Stardust
computes the 3D coordinates of each individual using the PCA technique (see section 2.1. about
“dimensionality reduction”). You can configure which variable will be used inside the PCA on this
screen:

/Click Here First ! .
{b AllParameters / L} M

7
| Standardization ( PCAH Clustering 1 I Clustering 2 | Clustering 3 | Graphics I (Meta-)Groups |

On Items: [.l'-\ll Items -
On variables:
MName Type Active

énum persons worked for employer (1) é\.ralue

year (2) value

age (3) value

capital gains (4) value Click Here to

capital losses (5) value Disable

dividends frem stocks (6) value

instance weight value

wage per hour (7) value

weeks worked in year (8) value

taxable income amount binary (&

Click Here to finish
\

()
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With the above settings, each individual is, at the very beginning, a point in a 8 dimensional space.
Thanks to the PCA technique, we will obtain 3D coordinates for each individual as illustrated on the
next StarDust screen:

‘ W StarDust - S/my tim/test/census-income.SegXML Lo | () e |
File Parametrize Open New window 30 Display

(Y TAREEG 43 B

Y-PCA AXIS 2

?

-> Segment 1

> Segment 2

e Segment 3

_, outliers

0.00%(0)

Inside the census-income database there are around 200 thousand individuals. This means that we
are actually looking at a graph that contains 200 thousand points. We can zoom-in, rotate around the
graph in 3 Dimension and in real-time.

Using Stardust, you can directly « see » for yourself the 3 segments inside the dataset. By simple visual
inspection, you discover existing, natural segments inside your population. You can even see some
outliers.

5.2. The central Toolbar.

The main tools available inside StarDust are grouped inside the central ToolBar:

Y TTAREEG 4@IF 2@
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A short explanation of each tool is given hereafter:

5.2.1. Start new segmentation Analysis [FILE]

Before analysing a new dataset, you need a “.DescXML file”: See section 4.2.1 and 4.2.2 to know how

to obtain a “.DescXML file”. When you click the = ‘ button, you will browse for the “.DescXML file”

associated with the dataset that you want to analyze.

5.2.2. E/I Open segmentation Analysis [FILE]
When you are interrupted in the middle of a segmentation Analysis, you can save the state of

StarDust anytime by clicking B : this will create a “.SegXML” file. When you want to return to the

state previously saved, to resume your work, you click the E/I button and browse for the

corresponding “.SegXML” file.

i
5.2.3. H Save segmentation Analysis [FILE]

Click the B button to save the complete state of StarDust in order to be able to resume your work

later on.

5.2.4. H R Parameter Windows

The H button and the R button are both opening a window that allows you to parameterize

many different things in the display and the algorithms of StarDust. The set of parameters that are
accessible through these two buttons is more or less equivalent. The main difference between the

H button and the R button is that the later is applying your modifications “in real-time”: i.e. You
don’t have to click the button to see the result of your modifications: you can directly see

“in real-time” all the windows of StarDust updating. Thus, the R button uses more CPU resources.

If you are manipulating extremely large amount of data, you should rather use the H button, to
minimise the stress on your CPU.

5.2.5. ﬂ Camera move and rotation Mode [MOUSE MODE]

When you click on the :ﬁ button, you enter the “Camera move and rotation Mode”. In this mode,

the mouse operate in the following way:

e Right-Click hold and drag the mouse Up&Down : move the camera view Up&Down
e Right-Click hold and drag the mouse Left&Right : move the camera view Left&Right
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[ Left-Click hold and drag the mouse Up&Down : rotate the camera view around the X Axis
° Left-Click hold and drag the mouse Left&Right : rotate the camera view around the Y Axis
e Left+Right-Click hold and drag the mouse Left&Right : rotate the camera view around the Z Axis
[ )

Middle-Click: switch between the “Camera move and rotation Mode” :& and

the “Mouse Pick Mode” ns You can also switch between modes with the “space” key.
On lower-right side of the main-window, there are three green translucent discs:

L Y Y

The dials inside these discs represent the current orientation of the camera. Sometime, after playing
a little bit too long with the orientation of the camera, we can be a little bit “lost”. Therefore, you can
“reset” the orientation and the position of the camera by clicking here:

-‘\‘h StarDust - Si/my tim/income/income.SegXML

File [Parametrize] Open Mew window 3D Display

Jf Edit All Parameters 4 1

'\ Edit Interactive Parameters Ctrl+P % E
|§| Camera Move & Rotation Mode
L. Mouse Pick Mode

Mext Mouse Mode Space
B Invert Selection Ctrl+I
(4 Auto Rotate 3D view Ctrl+R

Reset the camera position x

5.2.6. Mouse Pick Mode [MOUSE MODE]

When you click on the “6 button, you enter the “Moue Pick Mode”. In this mode, the mouse
operate in the following way:

. Left-Click hold and drag the mouse: the points in the blue rectangle are ADDED to the selection.
®  Right-Click hold and drag the mouse: the points in the blue rectangle are SUBSTRACTED from the selection.

o  Middle-Click: switch between the “Camera move and rotation Mode” £ and

the “Mouse Pick Mode” Eé You can also switch between modes with the “space” key.

All the individuals that are inside the selection are in dark-blue colour.
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Inside the lower-left side of the window, you get some information about your selection: the amount
of individual inside the selection in percentage and in absolute value. The vertical bar on the left-side
of the window represents the same information:

-
'{b StarDust - S:/my tim/income/income.SegXML

File Parametrize Open New window 3D Display

AU T sEme

54,53%(108795)

!
5.2.7. EI Invert selection

This button inverts the selection.

AN
5.2.8. @' Auto-rotate 3D view

When you click the @ button, StarDust rotates the camera in every direction (Grand Tour). When

you see a viewing angle that pleases you, click anywhere inside the window to stop the rotation. You
can reset the orientation and the position of the camera by clicking “Reset camera postion” inside the
“Parametrize” drop-down menu.

43| Advanced Analytics Platforms

sales@timi.eu www.timi.eu


mailto:sales@timi.eu
http://www.timi.eu/

5.2.9. J View one Var Distribution [CHART]

The J button opens a window that allows you to compare the distribution of one variable between
two different groups of individuals. For example, select with your mouse some individuals inside the
main windows of TIMi:

ﬁ StarDust - S:/my tim/income/income.SegXML E@lﬁ

File Parametrize Open New window 3D Display

uE TTAREENE & B
to

12.01%(4008)

... and then click on the J button and select the “Age” Variable inside the combo-list on the
upper-right side of the window.
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You should now see this:

@ OneDistribution | (|

GROLUPS: Reference: [All liems minus Curt + |vs Other: |Current Selection = | [age - var

Minimum modality size for agaregation: i 5002 % ( 9775 )

o ‘ ‘

et I e R R . e - [ )
P I L L
o 2 T

v 2

age (KL=0.366436)

&

[

The red histogram represents t
people inside the selection).
less “flat”: all the ages ar

distribution of the age amongst the whole population (minus the
e can see that, inside the whole population, the histogram is more or
ore or less represented equally.

The blue histograg¥represents the distribution of the age amongst the selected individuals. We can
see (look here: ) that the people with age between 43 and 46 are more represented in the selection
than inside the whole population.

A common measure of distance between 2 histograms (between 2 distributions), is the “Kullback-
Liebler distance” or, in short, the “KL”. In this example, the KL is 0.366486. If a variable possesses a
high KL value, it means that the variable is strongly different between the 2 compared groups and,
thus, strongly characterizes each group. We want to find good candidate-variable to characterizes a
“group of individual” (a “group of individual” is usually a “segment”), we must look first at the variable
with a high KL value. See the next section to do that.

5.2.10. ° ' il- ¢ Compare variable distribution for many variables [cHarT]
=

The 'Q\ button opens a window that allows you to compare the distribution of all the variables

between two different groups of individuals. The variables are sorted from the highest KL to the lowest
KL. Thus, the most interesting variables to characterize the current selection are the variables in top
of the list.

For example, if we continue the example of the previous section, we will see the following window:
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@ Distribution =HICE X
GROUPS: Reference: [AI\ Items minus Current Selection ]vs Other: [Current Selection v] [Updabe ] 5 (5 vars
Minimum medality size for aggregation: D 50+ % ( 9775 )

I
b -
1: detailed household and family stat (KL=1.5378) —_
&0
50
40
30
20
- N o - & .
& & & 4
i & & & & &
3 & 2 il & &
& & & > & &
& & & El

(the second variable in the list is not displayed
because it’s nearly the same as the first one)

3: weeks worked in year (KL=0.775961)

missing O=v==19 19<v<=38 49y <=52

(other variables omitted)

This indicates us that ourjcurrent selection is mainly characterized by people that are “householder”.
=P This is really the “main chiaracteristic” because it’s KL is 1.5376.

Another fact that characterized our selection is the fact that people, inside our selection, are always
working (52 weeks per y&ar), the full year (in opposition to the global population that includes many
people that are not working at all!). This second characteristics is a lot less relevant than the first one
because the KL is only 0.775961 for the variable “weeks worked in year” (in opposition to a KL of 1.5276
for the “householder” variable).

It could be interesting to have a “summary-table” of the KL of all the variables: see next section to do
that.

5.2.11. View Summary Table [CHART]

The button opens a window that displays a summary table that contains the KL value of all the

variables. You can sort the table in many different ways by clicking on the column headers. To remind
you, the most interesting variables to display to characterize the current selection are the variables
with the highest KL.
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Instead of displaying the “Kullback-Liebler distance” (KL) for each of the variables, you can also use
alternative distances that also characterize the distance between two distributions. The other
alternative distances to the “KL” are the “Test-Value” distance and the “AUC” distance.

Note that, strictly speaking, we should not use the word “distance” but rather the word “dissimilarity”
because a “distance” has several additional mathematical properties over a “dissimilarity”. We will
use indifferently both words.

negative) between the mean of the 2 distributions evaluated in number of standard deviation of

@ A possible interpretation of the test-value is “The test-value is the difference (positive or
a normal distribution”.

distribution is defined on a Reference group R and the second distribution is defined on a

Yo The standard definition of the “Test-Value” of a variable X between 2 distributions (the first
@ “Selection” group S) is computed this way:

: X.—X
* Eor a continuous variable X: Std Test-Value for the variable X = —S(X )R
S S|

— 2
with s2(X) = e S4Xe)
n.-1 n

Where we used the following notations: S

R: is the “Reference” group: usually, the whole population.
S: is the “Selected” Group: usually, the mouse selection or the segment to analyze.

Ny : is the number of individuals inside the R group.

N, : is the number of individuals inside the S group.
)?R . is the mean inside the R group of the variable X to analyze.

X @ is the mean inside the S group of the variable X to analyze.

1 _
S2(Xg) = —Z(Xi — X )? 1 is the variance inside the R group of the
r ieR
variable X to analyze.

* For a nominal or binary variable X: we create a Test-Value for each modality m of the
variable X:

M — mRrV
S
Std Test-Value for the modality m of the variable X = VAL ]

s(Xs)
with s2(X.)=n. == s20x } and s%(X.)=Tr|1_Te
S S R R
nR -1 R nR

Where we used the following notations:

R: is the “Reference” group: usually, the whole population.
S: is the “Selected” Group: usually, the mouse selection or the segment to anlyse.

Ny : is the number of individuals inside the R group.
N, : is the number of individuals inside the S group.
Mg, : is the number of occurrence of the modality m inside the R group.

My : is the number of occurrence of the modality m inside the S group.
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The advantage of the test-value over the KL is that the test-value can be positive or negative,
depending on the “sense” of the difference between the two distributions. In opposition, the KL
value is always positive.

StarDust also proposes you to use a simplified definition of the “Test-Value” of a variable X
between 2 distributions. It is computed this way:

. . X=X
* For a continuous variable X:  Simplified Test-Value for the variable X = —=—F&

$(Xg)

...where we used the same notations as previously.

* For a nominal or binary variable X: we create a Test-Value for each modality m of the

variable X:
_MmgNg
Ms %R

S(Xg)

Simplified Test-Value for the modality m of the variable X =

...where we used the same notations as previously.

The “test-value” is comparing the distribution of the same variable between two groups: the
“Reference” group and the “Selection” group S. The equation of the “test-value” only makes
sense if the “Selection” group S is completely contained inside the “Reference” group. This is
why, in all the “test-value” computations, we are using a slightly modified definition of the
“Reference” group R: our “Reference” group R is always the union between the “Reference”
group given by the user inside the StarDust interface and the “Selection” group S.

For example, using the “test-value” we can see inside the table below that the mean of the age inside
our selection is far greater than the mean of the age inside the whole global population:

G TestValue S | E |
GROUPS: Reference: [Allltems minus Current Selection | ve Other: [Current Selection - Display [Test-value -]
Minimum modality size for aggregation: | | 502 % ( )

Variable Name Test-Value In repor® -
capital losses sezssss [ ¢ =
taxable income amount.true 60.79927321 7
detailed household summary in househeld. Houscholder ssoonisi2 [ £l
detailed household and family stat.Householder 5170740388 Fl
detailed occupation codemissing=34+10+3+40+26+37+31-1.. 4400107892 [ 7
detailed industry code.missing+4+40+34+43+37+ 24+38+12+3.. 4323119565 l
major industry code.missing+Constructions Entertainment+Fi.. 43.23119565 [ 7
family members under 18.Not in universe 3660258767 7
veterans benefits code.2 as0se20857 ] 7
taxfiler statSingle 3099688852 7
sexMale 20g0101487 | v
class of worker Private 2037261076 Fl
N
major accupation code Professional specialty 2415076127 7
msjor occupation code Executive admin and | 27092291 Ml 7 Z

Based on the “positive Test-Value”, we can say that our selection contains “older” people. If we were
only looking at the “KL” distance, the only thing that we can say is “the age is different inside the
selection”. Thus, the “Test-Value” gives you a more precise description of your selection than the “KL”
distance (because, with the Test-Value”, you have a “sign”: positive or negative: you can say “older”
or “younger”, for example).
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5.2.12. | View final report

The i |% button displays a small HTML notepad where you can write all the “insights” and interesting

facts that you have found about your customers. All the charts, tables and 3D views of StarDust can
easily and directly be “copy-pasted” inside the “Final Report Notepad”. For example, when you click
here:

@ StarDust - Sy/my tim/income/income. SegXML =HECE X

File  Parametrize OpenNewwindow[SDDisplay]

= Keep Display 3D Aspect Ratio
|a| Show the clusters »

@ Compute New Clustering and show it!

Screen Shot [})

Add Labels To Selection
Remove Labels From Selection

Remove All Labels

&/ |
0.00%(0) o

... you are adding inside the “Final Report Notepad” the following:

i’b St/my tim/incomey/test htm* = | B |

File Edit Format
DPPLRA v xR BIUEEEE
Standard w | M3 shell Dig 2 * 14 -

Section 1

0.00%(0)

3D Screenshot

There are 3 segments inside our datasets.|
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Another example: Right-click on any chart of StarDust and select “Add this chart to the final Report”:

1 OneDistribution (=B e
GROUPS: Reference: [All] - ] vs Other: [GR: v] [sex - ]var
Minimum modality size for aggregation: D 505 % ( 9976 )

sex (KL=0.239797)

70
60 Add a new Group Based On Current Modality

Remove last group
50

Add this Chart to the final Report L\\,
40 Copy Chart To ClipBoard
30
20
10

0 —
missing Female Male
... you obtain:
AW S/my tim/income/testhtm* = 5 o)

File Edit Format
DBeR @k BIUEEEER
Standard ¥ | M5 ShellDig 2 - 12 -

0.00%(0) H Wyt 1|

30 Screenshot

There are 3 segments inside our datasets.

sex (KL=0.239797)

m

missing Female Male

(All Ttems minus Current Selection) vs {(GR: segment 1) - Min Modality size=5,0 %

Males are slightly more represented than women inside the segment 1.

5.2.13. m Keep Display Aspect Ratio?

When you click the button, you alternate between two representations of the same “cloud of
points”:

1. The first representation is the most respectful of the real distances that exists between points
(individuals) inside your data. This is the most accurate representation of your population.
...But sometime (really often in reality), you end-up watching a graphic where everything is so
cluttered that you can’t see anything. For example:
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# StarDust - Si/my tim/income/income.Seg¥ML E@ﬁ

File Parametrize Open New window 3D Display

TAY TARR -4

A AXIS 3

=~y cluttered

0.00%(0)

When you obtain such display, one easy solution to still “be able to see something” is to click
on the button to “Strech” the “cloud of points” in order to completely fill-in the 3D cube.

2. The second representation “stretch” the “cloud of points” to completely “fill-in” the 3D cube:

A StarDust - Si/my tim/income/income.SegXML L] E@lﬂ—hj
File Parametrize Open Newwindow 3D Display

Ty TARE - & E

. X-PCA AX

AAXIS3 | Pasee g0
a ° e : e °
. |
5 dh 4
0.00%(0)

5.2.14. o Show the Segments

When you click the o button, you alternate between the two different ways of computing the
colours of all the points inside the 3D display. These two different ways are:

1. The colours of the points are setup through the advanced 3D display “Group” manager. You

can access this manager when clicking the & button and after selecting the “(Meta-
)Groups” tab:
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%@ DisplayOptions

[ —))

Clustering 1 | Clustering 2

Clsterng 3_| Graphics | (Metz-)Groups |

[. | Acdnew Group based on Current sE\ecﬁun‘ ) Add Meta Group

l 8.‘.“ Delete Group(s) l I X]J Delete Meta-Group(s)

Meta-Groups:

«

/[ 4 /[ >

I

» J

A
A
r
z

1 All ems

2| Current Selection  [W]+[-

DDISPLA  Motif
+-

Color Joint Siz/
1

.

Save Format:

Save Selected Groups

©) Gne group per Line @ All Groups in different columns on each line

Save Group names

Fierane: Sin jocanejocome e co

2. The colours of the points represent the different segments inside the population.

Typically, the o button alternate between two “color-set”: for example:

@ StarDust - S/my tim/income/income.SegXML

=)

File Parametrize Open New window 3D Display

SaY TARIENE

i i

el

IPCTAvX“IS3
X-PCA AXIS 1
A .
o -3.‘-‘ ,;"
= A 4
0.00%(0)
Colours represent Segments
5.2.15.

@ StarDust - S/my tim/income/income.SegXML

(=] i)

File Parametrize Open New window 3D Display

ulY TR KEE @

Pcms 3
X-PCA AXIS 1
&,
f&"-"“ T s,
0.00%(0) L=

8 i

Colours are setup inside the
« group » manager

Compute new segmentation and shows it!

As explained in the section 2.2.1., the K-Means algorithm is an algorithm with a strong random
component: each time you run the K-Means algorithm, you find a slightly different segmentation. You
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should thus run the K-Means algorithm several times and “have a look” at several different
segmentation. Thereafter, you can select the segmentation that has the best interpretation from a
business-point-of-view. You can easily interpret you segments using the charts and tables accessible

with the \,:J A ﬁ\ and Elbuttons.

An easy way to create many different segmentations is to click repetitively on the % button. Each

time you click on the % button, a completely new segmentation is computed and shown.

5.3. Setup the 3D display

The “parameter window” contains 2 tabs that allow you to fully configure the 3D display of StarDust:
1. The “(Meta-)Groups” Tab
2. The “Graphic” Tab

You can access the “parameter window” by clicking on the H button or the R button.

5.3.1. The (Meta-)Group tab

The “(Meta-)Groups” tab allows you to:
1. manage your groups (add/delete groups)
2. create derived “meta-groups”. Meta-Groups are new groups of individual based on the
union/intersection/subtraction of the basic groups.
3. configure the colors and motifs displayed inside the 3D view.

5.3.1.1. Creating a new group based on the current selection

The basic items that you manipulate on this tab are “Groups”. Different “Groups” are represented by
different rows inside the table. The easiest way to create a new group is to select with your mouse
some individuals inside the main window of StarDust:

@ StarDust - S/my timﬁncomeﬁncomAe.SegXML - LE‘EI&

File Parametrize Open New window 3D Display

Cull T RE -8
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... and then you can mark these selected individual as belonging to the same group by clicking the

ll "Il Add new Group based on Current Selection button
| 5'.4 7 .

@ DisplayOptions

/ [EAESS)

Clustering 1 | Clustering 2

Clustering 3 raphics | (MetaGroups ‘
Lo JG Add new Group based on Current Selection ;B Add Meta-Group

[ XH Delete Group(s)

l &ILJ Delete Meta-Group(s)

Finare: iy jecaneincome gros.c

Meta-Groups:
DDISPLA  Motif Color oint Siz
4 | | 1] AlTtems [&]+[F1- a 1
2| Current Selection  [¥)+[1- - i
- )
v
Save Selected Groups
Save Format: (7} One group per Line @ All Groups in different columns on each line Save Group names

Browse

@ DisplayOptions

)

N
Custering 1 | Clustering 2 | clustéiing 3 | Graphics | (Meta-)Groups |

111 Add new Group based on Current seection

’ d Delete Group(s)

[ le Delete Meta-Group(s)

;G Add Meta-Group
Meta-Groups:

[ « J < I 3

J{

» )

Fiename: | 5:/my tim/income fncome._groups.csv

DDISPLA'  Motif  Color ’aint Siz

& | 1] Allems E+0- @ B

2| Current Selection  [7]+[- - 1

3| New Group E+E- 1
ry
v
Save Selected Groups
Save Format: () One graup per Line ©) AllGrougs i different g on eachline Save Group names

Browse

You can “rename” the group that you just created by double-clicking on the “row header'k

Let’s give the name “CentralCloud” to our new group:

{h GroupMame

Group Name:  CentralCloud]

| [ conea |
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5.3.1.2. Configuring the colour and motif of the 3D points

To select which points are displayed, please refer to the section 5.3.2.1.

Let’s now have a look at the main 3D view of StarDust. Deselect everything. The 3D display should

now look like this (if it’s not the case, please verify that the o button on the Toolbar is OFF):

@ StarDust - Si/my tim/income/income.SegXML

(=6 ]

File Parametrize Open Newwindow 3D Display

(IS 3

0.00%(0)

Sy TTARERG 4@IR B
s,

All the individuals inside the “CentralCloud” group are now represented with “yellow stars”.
Let’s create another group based on mouse selection. We will call this new group “Core”. Here is an

illustration:

“ StarDust - S:/my tim/income/income.SegXML

< DisplayOptions (-8 [
Clustering 1 | Clustering2 | Clustering 3 | Graphics | (MetaGroups |
|E Add new Group ﬁed on Current Selection i Add Meta-Group [“\ Delete Group(s) I &_] Delete Meta-Group(s)
Meta-Groups:
DDISPLA'  Motif  Color Ycint Siz
& | |1 Alkems E+E @ 1
" | 2| Current Selection [+ ~ - 1
4 3 CentralCloud @+E- w 1
v e @ B
v
Save Selected Groups
Save Format: () One group perLine @ Al Groups in different columns on each line Save Group names
Filename: S¢/my timincome income_groups.csv

m.

File Parametrize  Open New window 3D Display

T

0.00%(0)

‘6 ﬁ @

In the example above, the “Core” group is placed on a row that is below the “CentralCloud” row. The
“Core” group has thus a higher priority than the “CentralCloud” group. The look of the individuals that
belongs to both groups (“CentralCloud” and “Core”) will only be defined by the settings of the “Core”

group.
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Let’s exchange the rows “CentralCloud” and “Core”! Select the “core” group and click on the button.

Replace the “star motif” * with the “null motif’ We obtain:

@ StarDust - Si/my tim/income/income SegXML
File Parametrize Open New window 3D Display
3 DisplayOptions A=)
Clustering 1 | Clustering2 | Clustering 3| Graphics | (Meta-)Groups ‘
15 Add new Group based on Curr&tsalemun g AddMetGroup l“ 1| Delete Group(s) l &J Delete Meta-Group(s)
Meta-Groups:
l « /[ 4 I 3 J » )
] DDISPLAY  Motif  Color oint Siz
& | |1 Alltems - [ 1
" | 2] Current Selection  [@I+[7]- - d
PIELES =+E- - 1
4 CentralCloud &+E- i
v
Save Selected Groups
Save Format: () One group per Line @ All Groups in different columns on each line Save Group names
B
0.00%(0)

Since the “CentralCloud” Group is now lower than the “Core” group, it has the priority and thus all the

points are now in yellow. However, we did select the the “null motif” for the “CentralCloud”

Group. It means that the “CentralCloud” Group has NO influence on the motif of the points. The motif
is thus decided based on the membership or not to the “Core” group. Indeed, you can see that some

points have a “heart motif”

You can also completely “de-activate” a group by disabling the “+” checkbox of the group inside the
column “3D Display” (actually, 99% of the time, this is the “3D Display” column that you have to
manipulate but on some rare occasions, you can use another column: see section 5.3.2.1. for more
information).

The groups that have a disabled “+” checkbox have no influences at all on the display. For example,
this is exactly “as if” the “CentralCloud” group does not exist:

# StarDust - S:/my tim/income/income.SegXML

File  Parametrize Open New window 3D Display

[ DisplayOptions

P

Clustering 1| Clustering 2

r:JI';*I TARER®BGO 4

Custering 3 | Graphics | (Meta-)Groups |

-

J‘ZA Add new Group based on Current Selection ;{Q Add Meta-Group ’x\_! Delete Group(s) [&_I Delete Meta-Group(s) 5 v l»/
Meta-Groups:
l 4 J 4 J | 3 J » )
DDISPLA'  Motf  Color YointSiz
H 1| All ltems E-O- m !
2| Current Selection [+ i
3| Core E+E- ' 1
4] CentralCloud E+F- i

[~
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5.3.1.3. Manipulating meta-Groups

Meta-Goups are represented inside the table by columns.

You can add meta-group at anytime by clicking on the _—e,}l“dd""e"’“" button: a new column will
appear. You can change the name of the meta-group by double-clicking the column header.

One meta-group that is more important than the other is the (default) meta-group “3D Display”. By
default, the individuals that belong to the “3D Display” meta-group are displayed on the main 3D view.
The other individuals are not represented at all.

To know which individuals belong to the (default) meta-group “3D Display”, you have to analyze the
column with the label “3D display”. All the individuals that belong to groups marked with the “+”
checkbox enabled will be added to the meta-group. All the individuals that belong to groups marked
with the “-” checkbox enabled will be subtracted to the meta-group. The order of the additions and
the subtractions is important.

The same rule as in the previous section (5.3.1.2.) applies here: “the lower in the table, the higher the
priority”. For example:

= | (5] [P

{b StarDust - S:/my tim/income/income.SegXML
File Parametrize Open New window 3D Display
4@ DisplayOptions 19 ot . E]‘: /[:\‘; ﬁ
| Custerng1 | custering2 | clusterings | Graphics | (MetaJGroups ‘ N 4 \g\
J\:! Add new Group based on Current Selection jjJ Add Meta-Group l | Ptz gl l d Delete Met-Group(s)
Meta-Groups:
l « ) 4 J 3 J » )
t Size
1 Allltems 1
2| Current Selection i
1
3| Core f
H 4] CentralCloud a
H @
]

i i
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In the example above, the “3D Display” meta-group i

omposed by “All Items” minus the “Core”

group. This subtraction produces the “hole” that you cdan see above. Here is another example:

@ StarDust - Si/my tim/income/income.SegXML
49 DisplayOptions (L2 [ File Parametrize Open New window 3D Display
| Custering1 | custering2 | clustering3 | Graphics | (Meta-)Groups ‘ /I E ‘! R \ﬁ @ E
\G Add new Group based on Current Selection ,‘E Add Meta-Group [ d Delete Group{s) [ &_J Delete Meta-Group{s) ¥ 7 '
A * ) /
Meta-Groups: ”
l « /| 4 I > I » )
] DDISPLA  Motif  Color YsintSiz
& 1] All lkems F+F- 1
|21 current Selection  [#]+[]- 1
1
A[3Core
pi[IT—— .1 :
v
Save Selected Groups
Save Format: () One group per Line @ Al Groups in different columns on each line Save Group names.
Fieve: iy imioconlincane ous. 51
0.00%(0)

In the example above, the “3D Display” meta-group is composed by “All Items” minus the “Core”
group, plus the “CentralCloud” group. The subtractions and the additions are performed in a “top-to-

bottom” manner.

5.3.1.4. Creating Groups based on modalities of variables

You can create groups based on the mouse-selection as described in the previous section 5.3.1.1 but
you can also create groups based on specific values of a variable. For example, to create a group that
contains all the women:

1. click on the J button.
select the “sex” variable.

2
3. select the “Female” modality.
4. Right-click the graphic and select “Add new group based on current modality”:
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1§ OneDistribution e S |
GROUPS: Reference: vs Other: [sex - ]var

Minimum modality size for aggregation: D 5,0 5% ( 9976 )

sex (KL=1)
50

Add a new Group Based On Current Modality L\\)

30 Remove last group
Add this Chart to the final Report
20 Copy Chart To ClipBoard
) 1 l
0 —
missing Female Male

“Female” - Red=52. 1163 % (103984) - Blue=0 % (0)

5.3.1.5. Creating Groups based on the segments

Click the |Create Groups based on Ward solution and Visible Items | button inside the “Segmentation 3” tab

inside the Parameter Window (see section 5.2.5 on how to open the parameter window).

5.3.2. The graphic tab

5.3.2.1. (Meta-)Group selection for Display

By default, the individuals that belong to the “3D Display” meta-group are displayed on the main 3D
view. The other individuals are not represented at all. You can change the default meta-group used to
select the displayed individuals here:

19 DisplayOptions m1
| Clustering 1 | Clustering 2 | Clustering 3 | Graphics |_{Meia—}Grcups |
B e
Display Items inside Meta-Group: €_| MG: 3D DISPLAY > -]
Axis L}.
Kaxis: [PCAAXIS 1 |
Yaxis: |PCAAXIS 2 -

This setting allows you to “zoom” on specific part of the space. For example, we can define a new
group named “segmentl” based on the mouse selection like illustrated here (the individuals inside
the “segmentl” group are “yellow stars”):

.
9 StarDust - Si/my tim/income/income.SegXML E@g

File Parametrize Open New window 3D Display

@ DisplayOptions

CuM TARE -4 &

Clustering 1 | Clustering 2

s

Display [tems inside Meta-Group:

Graphics | (Meta)Groups

[Me: 3 D1seLAY )

Xanis: [PCAAXIS 1

Yaxis: |[PCAAXIS2
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... and we can “zoom-in” inside the “segment1” group:

1@ DisplayOptions
Custering 1 | Clustering 2 | Clusteri Graphics | (Meta)Groups |
Display Ttems inside Meta-Group: [GR: seqment 1~ )

Axis

Xaxis: [PCAAXIS 1

{b StarDust - S:/my tim/income/income.SegXML @M

File Parametrize  Open New window 3D Display

ulM T RE -8B

A AXIS 3

10.00%(0)

For even more powerful “zooming” options, see section 5.4.2.

5.3.2.2. Axises

You can change the 3 axises of the 3D display here:
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# DisplayOptions

Clustering 1 | Clustering 2 | Clustering 3 ‘ Graphics | (Meta-)Groups |

Display Items inside Meta-Group: [MG: 30 DISPLAY

Axis A

num persons worked for employer
year

age

N -]
N\
) =)
v 4
: 4 -
s Tt Lo —— 100 z
Ttems Labels
Item Text Label Size: ° { 00 & remiabelcoor: [N
Point Size
Global Point Size D 10 -
Point Diameter proportional to significance Maximum Point Size 10 =
Display Axis and Modality Centers
[] Al Axis the same size  Base Axises Size: D 100 =
MName Type Active  Color Length Text: =

value

wvalue

value

O oo

4| n

The PCA axises are the result of the PCA computation. You can setup the PCA computation.

5.3.2.3. Item Labels

You can display inside the main 3D view the primary key associated with 3D each point. Inside the

“graphic” tab of the “parameter window”, you can configure the size and the colour of the labels.

To add labels to your 3D display:

1. select with your mouse the points for which the primary keys must be displayed.
2. click “Add Labels to Selection” inside the drop-down-menu “3D Display”.

See illustration:

ib StarDust - 5:/my tim/income/income.SegXML

ib StarDust - Sy/my tim/income/income.SegXML

File Parametrize  Open New window {EDDispfay]

R i ¥ |E| Keep Display 3D Aspect Ratio
E H @ Show the clusters

Q Compute New Clustering and show it!

Screen Shot

Add Labels To Selection
Remove Labels From Selection

Remove All Labels

CA AXIS 3

=

o

@
2 »

%aeo o’
& o

CA AXIS 3

| L D a5

3 axises used for display as defined in section 5.3.1.1. are “PCA” axises).
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For more information on how the “original axis” of the dataset are projected inside the reduced
spaced, please refer to section 2.2.5.

Using the “Axis” table, you can:
e show/hide an axis.
e change the size and position of the axis label.
e change the length of the vectors representing an original axis. To do that, you have a global

“length-control” here: ... and 7”per-axis" control here:
ib DisplayOptions I &&J
| |
| Clustering 1 I Clustering 2 | Clustering 3 | Graphics | [’emf)Groups | '
Display Ttems inside Meta-Group: [mG: 30 D1sPLAY ] -
Axis I
Xaxis: [PCAAXIS 1 ] -]
¥

Vaxis: [PCA AXIS 2 ] -
Zaxis: [PCAAXIS3 i [ -
Axis Text Label Size: D 100
Items Labels
Item Text Label Size: D 100 = Item label color:

Point Size

Global Point Size D 10 >
Point Diameter proportional to significance Maximum Point Size 10

Display Axis and Modality Centers

[T all Axis the same size  Base Axises Size: D 100 5

Mame Type Active  Colar Length Text !+
[
num persons worked for employer value 1 b

o Il
year value ] - 1
o Il

age value

< | ([ 3

5.4. Configuration of the PCA analysis

The PCA is used to:
1. Do dimensionality reduction: the main 3D view of Stardust is the result of a PCA analysis.
2. Create good “distance-definition”: the segmentation is based on the K-means algorithm that
depends on the PCA analysis.

The same PCA is used for both usage: dimensionality-reduction and segmentation.

Since the same PCA is used for both usage, the segmentation algorithm should find the same segments
that you can “guess” when looking at the 3D display.

The PCA is configured inside the “PCA” tab inside the ] k parameter window (this tab is not

accessible with the R button, only with the E & button):
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801

40t

201

101

i’b AllParameters

7 N\
| Standardization “ PCA ’| Clustering 1 Clustering 2 Clustering 3 I Graphics I (Meta-)Groups |

On Items: [AII Items

On variables:

Narne

Type

num persons worked for employer

ivalue

year
age

capital gains

capital losses
dividends from stocks
instance weight
wage per hour

weeks worked in year

taxable income amount

value
value
value
value
value
value
value
value

binary

Active

0 EODREEEE&

5.4.1. Detecting and removing outliers using the PCA

To remind you: The first PCA axises are defining priviliged directions that are the best directions on
which to « project » our “cloud of points” in order to « loose » as little information as possible.

The PCA algorithm has one major drawback that we can use to our advantage: it's “sensitive to
outliers”. What does it means? It means that if the “cloud of points” on which the PCA is based contains
some outliers, then the PCA algorithm fails and gives as output as set of direction that shows you the
outliers. For example: Let’s go back to the example of section 2.1.1 and add 3 more “outlier points”
inside the dataset used to construct the PCA:

Add 3

outlier

40 -30 20 -10 0 10 20 30 40

; 5
50 some out| -50

50

a0}

20r

10+

40}

+

-40

emphasize these outliers and completely “clutter” the main “cloud of points” that is really our interest.

In such situation, we can:
1. Investigate the outliers:
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a. what’s the profile of the outliers? You can use the charts described in sections

5.2.10,5.2.11 and 5.2.12.

b. What are the primary keys of these outliers? Please refer to section 5.3.2.3.

2. Create a new PCA on a “reduced” dataset that does not contain anymore the outliers: To do

that:

a. select with your mouse the “non-outlier” points (see section 5.2.7 to know how

mouse selection works)

b. create a new group based on your selection, using the ‘ g}l‘ fdgenErauphasedopaeglsctaing

button (see section 5.3.1.1 to create a group).
c. Select this new group as the dataset to analyse to create the PCA: click here:

i‘b AllParameters

R [t |

| Standardization | PCA | Clustering 1 Clustering 2

Clustering 3 I Graphics I (Meta-)Groups |

On Items: All Ttems

On variables:

Current Selection
All Ttems minus Current Selection
MG: 3D DISPLAY

year

num persens GR: Non-Outlier points ("Central Cloud™) k

value

value

=

wvalue &

It's important to remove the outliers from the PCA computation before computing any segmentation,
otherwise the segmentation will only give, as a result, some segments that emphasize the fact that an

individual is an outlier or not.

5.4.2. “Zooming” on the data using the PCA

We will start from the basic “zooming” example given in section 5.3.2.1.

-ﬂb AllParameters JL

| Standardization | PCA | Clustering 1 Clustering 2 Clusteri

i’b StarDust - S:/my tim/income/income.SegXML | (B )

File Parametrize Open New window 3D Display

M TR A=

On Items: [.I'—\ll Items
On variables:
Ep—
\ AXIS 3
We will change the individuals on which the PCA X'PCA»AXIS |
especially tailored to display the individual insi / |
possible (distortion arrives from the dimensionali ,0.00%(0) u
@ StarDust - Si/my tim/income/income.SegXML = | B |
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{h AllParameters

Standardization PCA | Clustering 1 Clustering 2 Cluster

On Items: IGF‘.: segment 1

On variables:

We can see that the “segment1” group contains in reality 2 sub-segments. These sub-segments were
not visible when the PCA was computed on the whole database.

Using the PCA in this way, we can really “zoom-in” in some specific part of the space and easily explore
our database in a real multivariate way to discover new “insights” about our customers.

In opposition to simple OLAP softwares that are showing your database “variables per variables” (or
“columns per columns”) in a UNIlvariate (or, some time, Blvariate) way, with StarDust, we can do
“MULTlvariate exploration” because all the original axises of the database are represented at the same
time on the 3D graph. You can even “see” where are “placed” the original axises using techniques
described in section 3.2.5 and 5.3.2.4.

The real-time and powerful “MULTIvariate exploration” of your database with StarDust is a unique
functionality amongst all currently available datamining tools.

" Note that you must be careful when using the PCA to “zoom-in” inside your data because the
same PCA is also used to create the segmentation.
This means that, if the PCA is currently used to “zoom-in” on the “Segment1” group (like here
above), then all the newly created segmentation will emphasize the segments that are contained
inside the “Segment1” group. This is not what you want.

However, it is very common (and strongly recommended) to change the default group (that is
“All Items”) on which the PCA is built to remove from the PCA analysis the “outliers”: see
previous section 5.4.1 at this subject.

5.5. How to create a segmentation?
5.5.1. Definition of the Distance to use inside the segmentation

A segmentation is based on a “distance-definition”.
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Using StarDust, you can create very complex distance-definition. For example, the following axis can

be included inside you distance-definition:
e On all continuous variables:

Non-normalized original axis X, of the data: select “ED:none” inside the “Normalize”

o

o

column inside the large table on the “Standardization” tab inside the ] & parameter

window (this tab is NOT accessible with the R button, only with the h button.

See illustration:

N\

i’b AllParameters \ @Ii_hj
Standardization | PCA | Clustering 1 | Clustering 2 | Cidggring 3 | Graphics | (Meta-)Groups |
Item weight: [ \ - ]
Variables: \
Name Type InPCA  InMNeans MNormalize ight Fac  *
num persons worked for employer value 1
B « —
age value [} ED:mean centering divided by stdDev )< —
capital gains value &} CD:cosine distance(Pearson correlation) 1
capital losses value [} ED:mean centering divided by stdDev 1
dividends from stocks value &} ED:mean centering divided by stdDev 1
instance weight value (=] (=] ED:mean centering divided by stdDev 1
wage per hour value &} ED:mean centering divided by stdDev 1
weeks worked in year value [} ED:mean centering divided by stdDev 1
citizenship nomi.. &} ED:mean centering divided by stdDev 1
class of worker nomi.. [} [} ED:mean centering divided by stdDev 1| |,
Get variable weight from predictive model: Browse

Normalized-axis. There are two type of normalization:

Standard Normalization for inclusion inside an Euclidean-Distance:

X, - X,
Xi,Std REVIVES
s(X;)

... where X g is the i'" column of the dataset that has been normalized

X; isthe it column of the dataset

X. is the mean of the it" column of the dataset

S(X,)is the standard devidation of the i*" column of the dataset

Select “ED: mean centering divided by StdDev” in the same table:

Quantile Normalisation: X o znie = A(X;)

Select “ED:quantile [0..1]” in the same table:
g(x) is an operator that gives as output a number between 0 and 1.

The g(x) operator on a column C of the database is computed this way:
e Sortinincreasing order all the numbers in C and remove all the

duplicates. We obtain a new “sorted” column C.

e q¥)=

position of x inside C
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and g(x) is one when x is the largest number inside the column C.

The Euclidean-distance between two rows of the dataset (between the two points A and B) is
dist. (A, B) and is defined this way:

dist_ (A, B) = dist, (A, B) +dist, (A, B)
dist, (A B)= >, w;(X;(A)-X;(B)}+

i;:\)/v (X5 (A) = X; 40 (B))2+

ie(;a Wi (X3 quanie (A) = X uaniie (B))? +

2 Wi pca(PCA g (A) — PCA g4 (B))?
dist, (A, B) :IG_P(NZE)wi eq(X,(A), X, (B))?

... where dist, (A, B) is a distance based on variables that only contains continuous
numbers (values)
disty (A, B) is a distance based on nominal variables only.
E is the set of “active” variables to include inside the Euclidean distance-definition.

Vis the set of non-normalized continuous variables
Sis the set of continuous variables that have been normalized using the “Standard”

normalization
Q is the set of continuous variables that have been normalized using the “Quantile

normalization
N is the set of Nominal variables
P is the set of “active” PCA axises
eq(x,y) is an operator that returns one if the string ‘x’ equals ‘y’ and zero otherwise.

X, (A) is the content of the column ‘" and row ‘A’ of the dataset

Xisw and X, ouanite have been defined on the previous page.

”

PCA — PCA;
PCA gq = % is the PCA, axis after a “Standard” normalization
’ S

W; and W, o, are user-specified (column-)weights.

The default values are: the sets V,S,Q,E are empty, the set S contains all the continuous variables, the
set P contains the first ten PCA axises, the weights W, and W, ., are all one.

If some variables are included inside a “cosine-distance” (the C set is non-empty), then the distance-
definition between two points A and B is:

dist,_,. (A, B) = /dist, (A, B) +dist, (A B) +dist__ (A, B)
Z(Xi,std (A) o Ac)(xi,std (B) - é<:)

) W AR
dist . (A’ B) — : s coS 1| ieC
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...Where

... and where Cis the set of variables that are, at the same time, included inside the “cosine-
distance” (column “normalize”) and that are “active” (column “In K-Means”).

|C| is the number of variables inside the set C

W, is a user-defined parameter that specified the relative weight of the cosine-
distance compared to the Euclidean-distance.
W, is the average of the W, and W, ., user-specified weights included inside the

Euclidean-distance
AC is the mean of a vector composed by the value of the columns X,  (A) with

I €C on the row A
S(A.) is the Standard deviation of a vector composed by the value of the columns

Xi s (A) with i € C on the row A

The default values are: the set C is empty, the weight W, = 1

You can define the sets E,C here: I\ You can define the sets V,S,Q,C here: \ You can define W, here: I

\

{b AllParameters \ @&J
Standardization ‘ PCA I Clustering 1 I Clustering 2 I Clustering 3 | Graphics | {Meta-)Group: | /‘
_~
Item weight: [ r - ]
Variables:
Na‘me Type InPCA  InKMeans MNormalize ight Fac
num persens worked for employer value = ED:none 1
year value ED:quantile [0..1] 1 i
age value |} ED:mean centering divided by stdDev 1| |
capital gains value =]} CD:cosine distance(Pearson correlation) 1
capital losses value = ED:mean centering divided by stdDev 1
dividends from stocks value Ll ED:mean centering divided by stdDev 1
instance weight value = |} ED:mean centering divided by stdDev 1
wage per hour value =) ED:mean centering divided by stdDev 1
weeks worked in year value = ED:mean centering divided by stdDev 1
citizenship NomMmi.. | ED:mean centering divided by stdDev 1
YOU ! class of worker I\ nomi. = |} ED:mean cenffering divided by stdDev 1| |-
m Get variable weight from predictive I'I]E-N Browse
] Oy
Standardization
Onltems:  |All Items -]
’ Select the continuous Active Variables based on spectral Analysis i

Mame

‘PCAAXIST

m

PCAAXIS 2

PCAAXIS3
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To help you to select the set P of the active PCA axises, you can click here: |

When you click the Select the continuous Active Variables based on spectral Analysis I button, the following

window appears:

i’b EigenValue @Ii_hj

350000

300000

250000

200000

150000

100000

50000

1 2 3 =5 5 [ 7 8

Mumber of Var Selected =3 [ oK ] I Cancel ‘

Please refer to the section 2.2.5 to know how to select to right number of PCA axises to include inside
your “distance-definition”.

The default, initial setting for the “distance-definition” is equivalent to the following “distance-
definition”:

diste.« (A,B) = (PCA o (A) ~ PCA 5, (B

5.5.2. The parameters of the K-Means algorithm
The K-means algorithm is illustrated in detail in the section 2.2.1.

Here is a brief description of the standard K-means algorithm:

1. We assign randomly one individual to each segment. These “special” individual are named
“seeds”. Usually, different “seeds” will give different (but hopefully close) segmentations.
Thus, there is no unique segmentation: Depending on the “seeds” you will usually find
different segments.

2. We assign all the individual to the nearest segment “center”. To compute which segment is
the closest one, we use the “distance-definition” as defined in the previous section.

3. We re-compute the “center” of each segment: it’s the “center of mass” of all the points/
individual inside each each segment.

4. If we have reached the maximum number of iteration n then stop.

KMeanlterations
If some individuals have changed from segment, return to step 2, otherwise stop.
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To summarize, the objective of the K-means algorithm is to find the center C, of each segment. The

“optimal, best centers” are the centers C, that give the lowest “Energy”. The “Energy” is defined this

way:

Energy(C,....,C, ) = Z D diste.(C, 1))

i=1 jeS,

... where n is the number of segments (supplied by the user).

S, is the set of individuals belonging to the i segment

C, is the center of the i segment

dist;. (A B) is the distance between the individuals A and B, as defined in the previous

section

The K-means algorithm tries to find the “best centers” (i.e. the centers that give the lowest energy)
but, depending on the “seeds” used, it will only find solutions (i.e. centers) that are more or less close
to the “best centers”. This is why, it’s interesting to run the K-means algorithm several times (this

number of run is a user-specified parameter named n

(i.e. the segmentation) that gave the lowest “Energy”.

KMeanRuns

) and to select, at the end, the “centers”

Stardust uses a small variation on the standard K-means algorithm named “K-means++" that generates
a far better segmentation than the “normal” K-Means. The “K-means++" is the same algorithm as the
standard K-means expect that the “seeds” are computed in a slightly different way. The step 1 of the

standard K-means algorithm is replaced by:

1. Choose an initial center C, uniformly at random amongst our dataset.

2. Choose the next center C,, selecting C, = X with probability

...where I is one Individual inside our dataset

D(X) is the shortest distance from the point X to the closest center that we have

already chosen

D(X)?
> Dy

| edataset

3. Repeat step 2 until we have choose a total of N centers.

The “K-means++” algorithm has also a strong random component, so it’s good to run it several time

(this number of run is a user-specified parameter named n

“run” that gave the lowest z D(1)? value.

| edataset

The “K-Means” main parameters are defined here (the 5 controls in blue will be described below):

SeedingRetries

) and to select, at the end, the

{b DisplayCptions

B

Clustering 1 Clustering 2 | Clustering 3 | Graphics | (Meta-)Groups |

n

K-Mearis

BE n S nKl\/leanlterations
\ Run the full procedure
1

3

Ak

Number of clusters:

Ak

Maximum number of iterations: 100 Sampling: Use 100,00

Weight given to the cosine distance:  1.00

Ak

Random Seed for next run: 369998651 for previous run:

Final Potential:  Global Potential = 42222, 2 (Eudidean: 42222.2 + Nominal: 0 + Cosine: 0)

sales@timi.eu

1

Mumber of Retries for seeding:

KMeanRuns

% time(s) and keep only the best solyj

) 1 nual: 1 + Retries
% of the dataset

5

wwwXimi.eu
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: /

3 cos 4 y)

Here are some explanations relative to the blue controls in the screenshot here above:

5.5.2.1. Control 1: Run K-means
When you click the button, the K-means algorithm runs MNkpeanruns times and

then “injects” the best solution found (with the lowest Energy) inside the Ward’s Algorithm. See
next section 5.5.3. about the Ward’s Algorithm.

The button is completely equivalent to the % button inside the toolbar in the

main windows of StarDust.

5.5.2.2. Control 2: Sampling Sampling: Use  100.00 + % of the dataset

The K-means algorithm can compute for a very long time when the dataset to analyze is very

big. To reduce computation time, you can use the “sampling” parameter to reduce the size of
the dataset “injected” into the K-means algorithm.

The dataset that will be sampled and “injected” into the K-means algorithm is defined here:
In the ideal case, this dataset should not contain any outliers because the K-means algorit

isa
little bit sensitive to outliers (this is due to the “squaring effect” of the Euclidean distapce).
i’b AllParameters @Ii:_hjl

Standardization PCA Clustering 1 Clustering 2 Clustering 3 | Graphics | (Meta-)Groups | /
On Items: All Ttems &v]
[ Select the continuous Active Variables based on spectral Analysis ]

MName Type Active Weight 'S
‘praaxis Lualue ] 1

5.5.2.3. Control 3: Energy Final Potential: Global Potential = 42222, 2 (Eudidean: 42222.2 + Mominal: 0 + Cosine: 0)

This control displays the “Energy” of the solution found by the K-means algorithm.
To remind you, the “Energy” is defined by:

nS
Energ)’(Cl, ooy Cns) = Z Z dIStE+C (Ci N j) (equation 1)
i=1 jeS,
This can be decomposed in two different ways:

1. When no variables are included inside a “cosine-distance” (the C set is empty)
We have the following “distance-definition”:

diStE (A, B) = diStV (A, B) + diStN (A, B) (equation 2)
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... combining equations 1 and 2, we find:
Energy = > > dist, (C,,1,)+>_ > _dist, (C,, 1)
i=l jeS; i=l je§;

- Energyeuclidean + Energynominal

... which is displayed here:  Final Potential: Global Potential = 42222.2 (Eudidean: 42222.2 + Nominal: 0 + Cosine: 0)

2. When some variables are included inside a “cosine-distance” (the C set is non-empty)
We have the following “distance-definition”:

dist,.. (A B) = /dist, (A B) +dist, (A B) + dist, (A B) (equation3)

... combining equations 1 and 3, we find:

Energy:iz\/distE(Ci, 1)) +n22distN (C., |j)+nzszdistcos(ci, 1))

i:]. JESI |:1 jESI |:1 JESI

- Energyeuclidein + Energynom\inal T EnergXCOSine

lc L \ X X
... which is displayed here: Final Potential:  Global Potential = 42222, 2 (Eudidean: 4222N0minal: 0 Ngosine: 0)

This display has several interest points:

1. It'sinteresting to look at the “Global Energy” because it’s an estimation of the quality of
your segmentation. The lower “Global Energy”, the better the segmentation (at least from
a pure mathematical point-of-view). This is a way to “compare” different segmentations
and take the best one.

2. It's interesting to see how the “Global Energy” is distributed amongst the “Euclidean
Energy”, “Nominal Energy” and “Cosine Energy” parts, in order to better adjust the W,

W, pca @nd W.,s parameters. For example, if you see that the largest portion of the

“Global Energy” comes from the “Cosine Energy”, you can decrease the W, parameter.

3. The “Global Energy” is proportional to the number of points inside your dataset.
Furthermore, if there are some outliers inside your dataset, then, because of these
outliers, the “Global Energy” will have a very high value. When you remove points from
your dataset, the “Global Energy” will decrease. If you remove outlier points from your
dataset, then the “Global Energy” decreases substantially. If you continue to remove (non-
outlier) points from your dataset, then the “Global Energy” won’t decrease very much.
Thus, the “Global Energy” can be used to track if there still exists outliers inside your
dataset. The presence of outliers inside your dataset deteriorates the quality of you
segmentation and you should avoid them.

4. Ifyou use a “sampling parameter”<100%, then, each time you run the K-means algorithm,
you will use a slightly different dataset. If you are lucky enough (i.e. if you set the
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parameter Ngmeanruns high enough), one of these dataset will be composed only by

“regular points” (i.e. It won’t contain any outliers). The “Global Energy” of a dataset
without any outliers is strongly smaller than the “Global Energy” of a dataset containing

outliers. Thus, amongst all the segmentations results available (when Nipeanruns =~ 1

), the segmentation based on a dataset containing only “regular points” will always be
selected as the final one. Thus, the sampling parameter can be used to “avoid” datasets
containing outliers. A strong sampling (50%) will almost certainly remove all outliers but
it will also give less information to the K-means algorithm, giving, at the end, a poor
segmentation. Some trade-off is to be made. Observing the “Global Energy” allows you to

set a good value for the “sampling parameter” and the Nkmeanruns Parameter.

5.5.2.4. Control 4: Random seed

Random Seed for next run: 3659998651 for previous run: 99695313 copy ==

The “K-Means++” algorithm is an algorithm with a strong “random” component. Inside Stardust,
all the random elements of the “K-means++” are based on a “pseudo-random number generator”.
Such kind of generators generates sequences of random number. All the “random decisions” of
the “K-means++” algorithm are taken based on the generated random sequence of number. The
particularity of “pseudo-random number generators” is that you must initialize them using a first
user-supplied number. This number is named “random seed”. The same “random seed” will
always produce exactly the same sequence of random number. It means that if you use the same
“random seed” number for two different runs of the “K-Means++” algorithm, you will obtain
exactly the same segmentation. In other words, the “random seed” number completely defines
the segmentation delivered by the “K-Means++" algorithm.

You can “save” good segmentations by saving the corresponding “random seed” number. The
“random seed” number that has just been used to produce the current segmentation is visible
here: \ and you can “save it for later” by clicking here:

N\

Random Seed for next run: 36599598651 for previous run: 99695313

You can “restore” good segmentations by, first, entering the corresponding “random seed”

number here: ... and, second, clicking the button.
Random Seed for next run: 369998651 for previous run: 99895313 copy =>

Thus the “random seed” parameter allows you to quickly “switch” between different
segmentations. This is a nice complement to the standard load&save functionalities of StarDust
(see section 5.2.2 and 5.2.3 about the load&save segmentation analysis).

5.5.2.5. Control 5: retries for seeding

The parameter n

Mumber of Retries for seeding: @ Auto Manual: 1 \ >| Retries

seedingretries ©f the “K-Means++” algorithm is set here:

In manual mode, the value of n is exactly the one entered by the user inside StarDust.

SeedingRetries
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e In “Auto” mode, the value of N iirerries 1S Nsceingretries = 2+ IN(N,) (Ng is the number of

segments).
5.5.3. The Ward’s algorithm

One major drawback of the KMeans algorithm is that you have to “guess yourself “ how many
segments your dataset contains. This is difficult. This is why we use the Ward'’s algorithm to find the
exact number of segments. The Ward’s algorithm is used after the K-means algorithm. The Ward’s
algorithm is an iterative algorithm. It works this way:

1. starts with the segments found by the K-Means algorithm.

2. find the two closest segments S, and S, amongst all the segments still available.
3. delete the segments S, and S; and replace them by a new segment S, that is the sum of

the segments S, and S; (this implies computing the position of the center of S,.s segment).

4. if there are still some segments available go back to point 2.
Thus, at each iteration of the Ward’s algorithm, the number of segment is decreased by one. We can
now easily select how many segments we want by selecting how many iteration of the ward’s
algorithm we will do.

5.5.3.1. How to find the right number of segments?

To find the right number of segments inside your dataset, you have to look at the dendogram
representation of the Ward’s algorithm:
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Ward's Algorithm

MST-Minimum Spanning Tree (non-spherical segments) - Mumber of Clusters after hierarchical aggregation: 4 = D

Segment 1
{ Segment 'C’,
Segment 11,
Segment 3,

Segment 14

Segment 2 { Segment 'D’,

Segment 4 Segment 3,

Segment 10 { Segment 'E’,

Segment 12 Se entAl

Segment 9 Segm nte }
Segment 13
Segment 7

Segment 15

Segment 5

Segment 8

Segment 11

Segment 3

Segment 6

< > ¢ > 4 >

Distance between Distance between Distance between
the segment ‘C’ the segment ‘D’ the segment ‘E’

This tree represents the hierarchical aggregation process. You read it from left to right.

For example, you can see here: | that the segments 5 and 8 (that originates from the KMeans
algorithm) are “grouped together” into a new segment named ‘A’. Each node of the tree represents
an aggregation between two segments (and it represents also the resulting segment). Thus, each node
represents one iteration of the Ward’s algorithm.

The segments ‘A’ and the segments ‘B’ are grouped together to form the new segment ‘C’.
The segments ‘C’ and the segments ‘11’ are grouped together to form the new segment ‘D’.
The segments ‘D’ and the segments ‘3’ are grouped together to form the new segment ‘E’.

The horizontal distance represents the distance represents the distance between the two segments
that will be aggregated together: see the illustration in blue. You can see on the dendogram that the
first “aggregations” are involving segments that are really close to each other. Only the last three
“aggregations” are grouping together segments that are far away from each other. Thus, from the
dendogram, we deduce that the optimal number of segment for this dataset is “4”: see the illustration
in green.

You can click anywhere on the dendogram to select the corresponding final number of segments. For
example, in the illustration above, the vertical red line indicates that the user has decided to have “4”
segments (because the vertical red line crosses 4 horizontal black lines).

When you change, inside the Ward’s algorithm, the final number of segments, you can see, in real-
time, the colour of the points changing inside the main 3D display of StarDust. Thus, you can
instantaneously validate your decision. This is unique to StarDust. Other datamining softwares are
forcing you to wait for possibly several minutes (sometime hours!) before being able to validate how
many segments you want.
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integrated data mining

5.5.3.2 The different variations around the original Ward'’s algorithm
The Ward’s algorithm has a strong limitation: it only works when the segments are spherical.

Let’s take a first example: we start from the 3 segments (Red, Green Blue) delivered by the K-Means
algorithm:

Red Segment

Segment centers

Blue Segment

In the above graph, each cross, circle or triangle represents an individual.
Inside this first example, the centers of the red and blue segments are the closest centers, and thus

one iteration of the standard ward’s algorithm will “group” together the red and blue segments inside
a new (purple) segment, as illustrated here:

le Segment

A , reen Segment

Please note that the center of the purple segment is at a completely new position that is the center of
gravity of the all points inside the red and blue segments. On this first example, the Ward'’s algorithm
is working as expected.

Let’s consider a more difficult example (we did not represent the individual points anymore):

o)
¢ O
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After 3 iterations of the original Ward’s algorithm, we have:

3 iterations later

On the 4™ iteration of the standard Ward’s algorithm, the red segment will be erroneously aggregated
with the blue segment (instead of the ) (because the center of the red segment is
closer to the center of the blue segment than the center of the ). The problem comes
from the fact the segments are not spherical and thus the center of the red segment falls completely
“outside” the red segment.

To correct this situation, we will use another algorithm named the “Minimum Spanning Tree”
algorithm (or MST, in short). This new algorithm does not create “new centers” that could possibly be
completely wrong (see the red center in the previous example): it only uses the “original” centers
delivered by the K-means algorithm. It works this way:
1. Start with the segments found by the K-Means algorithm. Create one “Meta-segment” for
each original segment.

2. Search for the two closest segments S, and S; amongst all the original segments delivered
by the K-Means algorithm. Do NOT include inside the search all the pairs (S,, S;) where S,
and S; belongs to the same “meta-segment”.

3. Mark the segments SA and SB as belonging to the same “meta-segment” S,,; that is the

sum of the “meta-segment” including S, and the “meta-segment” including S;.
4. If there is only one “meta-segment” then stop, otherwise go back to point 2.
Thus, at each iteration of the MST algorithm, the number of meta-segment is decreased by one. We
can now easily select how many meta-segments we want by selecting how many iteration of the MST
algorithm we will do. The “meta-segments” of the MST algorithm are equivalent to the “segments” of

the ward’s algorithm.

The MST algorithm is working fine on the previous difficult example because at the 4" iteration of the
MST algorithm the red segment will be correctly aggregated with the
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TIMi is the only segmentation/datamining tool that offers you the MST algorithm that allows you to
define “non-spherical” segments.

Both the standard Ward’s algorithm and the MST algorithm are computing distances between
segments. We have already talked a lot about distances between points/individuals of our dataset
(see section 5.5.1) but not between segments. There are two different “distances between segments”

available inside StarDust:

1. Generalized distance:
2. Simple distance:

... where S,is the segment A.

3 iterations later

Sa

. We Wg .
SegmentDist(S,, Sg) = —2—=—dist..(C,,C;)

SegmentDist(S,, Sp) =dist...(C,,C;)

W, s the sum of all the row-weight of the individuals belonging to segment A.

C, is the center of the segment A.

dist.. . (A, B) is the distance between the points A and B as defined in section 5.5.1

The Generalized distance has the tendancy to create equal-size segments.
The Simple distance creates segments of any size.

To summarize, we have:

Simple distance
(allow discovery of small

Generalized Distance
(produces equal-size

segements) segments)
standard Ward’s algorithm Classical Ward Generalized Ward
(spherical segment) (option 1) (option 3)

Minimum spanning tree (MST)
algorithm
(non-spherical segments)

MST- Minimum spanning tree
(option 2)

Generalized MST- Minimum
spanning tree
(option 4)

These 4 different options are available here:
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Ward's Algorithm

lMST—Mirﬂmn Spanning Tree (non-spherical segments) P ] Number of Clusters after hierarchical aggregation: 3 = D
Classical Ward (allows discovery of very small segments) b |

MST-Minimum Spanning Tree (non-spherical segments)
Generalized Ward (produces equal-size segments)
Generalized M5T-Minimum Spanning Tree (non-spherical, equal-size seaments)

QT
Segment 4 —IJ

5.5.4. Setup the display of the segments

Inside Stardust, there are two different ways of computing the colours of all the points inside the 3D
display: see section 5.2.14 about this subject. To summarize, these two different ways are:

1. The colours of the points are setup through the advanced 3D display “Group” manager. You
can access this manager by selecting the “(Meta-)Groups” tab inside the “parameter window”:
see section 5.3.1.2.

2. The colour of the points represents the different segments inside the population. You can
configure the colour of each segment by selecting the “Segmentation 3” tab inside the
“parameter window”:

@ DisplayOptions @Ii:_hr

| Clustering 1 I Clustering 2 Clustering 3 | Graphics I (Meta-)Groups |

Display Options

Use colors to display dusters Display outlayers in a different color: | 2,00 5| % of the Items are to be treated as outliers

Name Color

commen people

people playing with stock market

w—

rich people

Save Visble Clusters

Filename:  5:fmy tim/income fincome_segments, csv

[ 5ave Distance to nearest centroid [ only save the "CORE”™ 0.0 %1 % of the selected segment

Export Segmentation model

Export Flename: S:fmy tim/fincome/income. SModelXML
Export Distance Definition
Expaort Filename:  S:/my tim/fincome fincome. DistXML

Create Groups based on Ward solution and Visible Ibems]

The [[] Use colors to display dusters  checkbox is completely equivalent to the o button (see section
5.2.14 about the o button).

Inside the table on the “Segment 3” tab, you can:
e  Click on the “Color” column to change the colour of each segment.
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e Change the label of each segment.
This label is used to describe the segments inside:
o The “segmentation model” (see section 5.5.6.)
o The CSV file described inside the next section (5.5.5)

5.5.5. Saving the segments in a CSV file.

Click here to save the segment inside a CSV file: /
Save Visible Segments
Filename: 5:/my tim/fincome income_segments. csy
[7] save Distance to nearest centroid  { | 1 +|| intermediate centers) [7] only save the "CORE™ 0.0 + % of the selected segment

5.5.5.1. The “Save Core” option is enabled

When the “save core” option is enabled, StarDust will only save ONE segment into the CSV file. This
segment is the line selected in the table (above) on the same “Segmentation 3” tab. No particular
algorithm is used to compute the distance to the “center(s)” of the segment.

The generated CSV file can directly be used to define a “Target” for predictive analysis with TIMi. For
example:

ﬁ TIM Config - Smy tim\income\income.CfgkML =HECIEL X
File Tools Additional Panels Windows

TIM Select Variables Select Lines | Segment Target Definition [ Jun | Execution_Log

Targekt

71 Colugn @ = () Yoalean Expression

Si[my timfincome fincome_segment_1.csv

Using the “save core” option of StarDust, you can use the full “descriptive power” of TIMi to describe
in a perfect way each segments. To describe your segments from a business-point-of-view, the best
solution (but also the most time-consuming) is to use the full predictive power of TIMi. Indeed, inside
the final analyst report of TIMi, we will only see the exact small number of “de-correlated”,
“perpendicular” variables required to describe the current segment and no additional un-needed
variable. In opposition, with StarDust, you don’t really know if two variables are non-correlated and
should thus both be included into the report describing a segment (you can have a vague idea of the
correlation of two variables: see section 2.2.5 and 5.3.2.4 but it’s not precise enough).
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5.5.5.2. “Save the Distance” to the nearest centroid.

This option is only available when the “Save Core” option is disabled.

This will generate a prediction file that contains:

J@‘, (= R |5 income_On_income_segments.csv - Micr... E@g
- Home Insert Pagelayout Formulas Data Review | View @ - T X
J_E‘ =] T (Y
P; Ia] Show/Hide | Zoom | \Window Macrs

Nombl| raae g | it Zoom Wi e

Workbook Views Macros
AT768 ~(a fe | 767 ¥
A B C D E

1 key SEGMENT DIST

774 773 common people 0.412492
775 774 common people 0.029175
776 775 common people 0.016714
777 776 people playing with stock market 2.601789
778 777 common people 0.011484
779 778 common people 0.19304
730 779 common people 0.000806
781 730 common people 0.147559
782 781 rich people 1.268499

783 782 common people 0.016972

784 733 common people 0.001268

785 784 common people 0.001268

786 785 common people 0.340342

787 736 common people 0.059599

738 787 common people 0.004002

789 788 common people 1.473607

790 789 common people 0.106058

791 790 common people 0.001196

792 791 common people 0.046793

793 792 common people 0.644482

794 793 common people 0.345507

795 794 common people 0.002302

796 795 common people 0.007522

797 796 common people 0.000806

798 797 common people 0.167041

799 798 common people 0.016714

200 799 common people 0.732829

ann rammnnn nannla NnN737

4 4 » M| income_On_income_segments %1 M

Ready | =] = 0 +

integrated data mining

Let’s now illustrate how the distance to the nearest segment is computed. We will first give an easy
example: Let’s assume that we have three segments Red, Green and Blue. A new individual ‘A’ arrives:
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Red Segment

Blue Segment

Everything is fine: The individual ‘A’ belongs to the Red Segment because it’s the closest one. The
distance from the individual ‘A’ to the Red Segment is noted ‘d(A)’.

If the segments are non-spherical, we were forced to use the “Minimum Spanning Tree” (MST)

algorithm. When we are using the MST algorithm, the distance to the nearest segment is computed
in a special way. Let’s go back to the second example of section 5.5.3.2:

\____,/ ’) '/"» h.\-‘\\\
. ( \ 4 iterations later
\ @
\(\

The main question is: “Which point (A or B) has the smallest distance to its own segment?’ (The point
‘A’ belongs to the Red Segment and the point ‘B’ belongs to the Blue Segment). This question is
interesting when you want to select the “real core” of each segment.

The distance from the individual ‘A’ to the Red Segment is noted ‘d(A)’.
The distance from the individual ‘B’ to the Blue Segment is noted ‘d(B)’.

Based on the distances ‘d(A) and ‘d(B)’, we can say that ‘B’ is the answer to the above question
(because ‘d(B)<d(A)”). But graphically, we see the opposite! The point ‘A’ is the closest to its own (red)
segment: it’s in the middle of it! ... and B is really far apart from the blue segment! Obviously, there is
something wrong here.

To correct this (bad) situation, you can ask StarDust to add some “intermediate centers”. For example,
when you enter: Save Distance tonearestcentroid { 2 5] intermediate centers) .., you will have 2 additional

“intermediate centers” (illustrated below with small crosses) that will be used to compute the distance
to the nearest segment:
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Using these “intermediate centers”, we now have ‘d(A)<d(B)’ which is correct: The issue is solved!
5.5.6. Exporting and using segmentation models.

Click here to save the segmentation model: j

Export Segmentations@del
Export Filename: S:/my timfincome fincome. SModelXML

TIMi offers a tight integration between segmentation analysis and predictive analysis. The
segmentation models created with StarDust can easily be used in conjunction with the predictive
analytic engine of TIMi.

You can use segmentation models to:
1. Automatically predict at which segment a customers/points belongs to: Open the “diverse
small tools”, select the “Apply model” tab: see illustration below:

"

&% TIM - Diverse Small Toals = | [E] |

Windows
Apply Model | Profit Explorer small toals Anarymizer System | Execution Log

Madel | 5:\my timlincomelincome ., SModebdal Browse Model

[iaka Source

(") Standard ) SAS File @ CSV  Separator: COMMA -
FileMame |G:\downloads\datasetsincome. zip

Output Direckory |S:\my timlincome), l Browse Dir l ’ . ]

[ ] drift analysis [~| generate Word drift report

Command:

"s:\projectsitim final'bin' timm” -a incoms.SModelEML -o COMMA ©
G:\downloads' datasets’ incoms. zip L4

-

Run Apply ‘ | Open aukput Direckary | | Save Command in Bakch File bn 5.5.5.2 (Wlth

e "

<. ucawe a pieuicdve model on a subset of the rows of a dataset. This subset is defined by the
selected segment:
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ﬁ TIM Config - 5:\my tim\incometincome. CigXML* =HACIHL X

File Toels Additional Panels Windows

TIM | Select Variables ~Select Lines / Segment | Target Definition | Run [ Execution_Log

Line/Segment Selection

(") Boolean Expression () External file @) StarDust Segmentation Model

Segmentation Model

Filename | 5:\my tim\income|income. SModeldML
Segment: ;common people -
common people *
people playing with stock market
rich people

In this way, you can easily create one predictive model per segment.

3. When you have several predictive models (one per segment), it can be difficult to compute
the prediction for a specific individual because it is becoming a complex procedure: To do a
prediction for one individual, you have to :

a. Find the segment that the individual belongs to.
b. Select the predictive model associated with the segment and apply it.
The whole procedure can be completely automated using these two boxes inside Anatella:

'Eﬁ}f. .E’i.

5.5.7. Explaining the segments from a business-point-of-view

You can explain easily the segments using the intuitive charts explained in sections 5.2.10, 5.2.11 and
5.2.12. All these charts can directly be added to the final report in 1 mouse-click. Most of these charts
can directly be exported to Excel in one mouse click.

A good “trick” to setup rapidly all the charts is to convert the segments into groups, as explained in
section 5.3.1.5.

The charts of section 5.2.10, 5.2.11 and 5.2.12 allow you to see some of the best explanatory variables
for each segment. You can use these charts to select the variables to “present” to the business-users
to “explain” in the simplest way your segmentation. These charts are good for a preliminary analysis
of your segments but they have some limitations:
1. You don’t know how many variables to “present” to the business-users to “completely
describe” a specific segment.
2. When you are “describing” a specific segment, you should avoid to present inside your report
two correlated variables because they are describing the same ““concept” related to your
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segment. Correlated variables will both have approximately the same (high) KL value and,
thus, you will be “tempted” to include both variables inside you report. Thus, if you are using
only the charts from sections 5.2.10, 5.2.11 and 5.2.12, you will have to do arbitrary and
subjective choices about the variables to “present” to correctly “describe” a specific segment.
There exists an objective and automated way of selecting the “right” set of variables to
“describe” a specific segment. This “optimal” set of variables contains the smallest amount
possible of different variables that characterizes a specific segment, the “best as possible”:
see section 5.5.5.1 to obtain this “optimal” subset of variables.

You can “note” all your findings and “insights about your customers” (to be sure to forget nothing)
inside the small HTML notepad included with StarDust (see section 5.2.12).

You can switch rapidly between different segmentations using the technique described in section
5.5.2.4 (Control 4: Random seed).

6. Virtual Reality (VR) display

Click here to start the Stardust VR module:

&> StarDust v0.12 - F:/TIMi/income/census-income.SegXML

File Parametrize Open New window 3D Display Help

Y  [REWE| TAATIP| QAR o~

X-PCA AXIS 1

0.00%(0) a"'l

-0.643989, -0.275637, -0.713654 Ib 16 317938 0O

When you enter VR mode, you’ll see inside your VR helmet the same 3D display as inside the Stardust
window. This typically looks like:
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integrated data mining

The controls to move inside the VR space are:

Touch the top of the “Thumb” Touch the bottom of the “Thumb”
button to move forward in button to move backward alongside
the viewing direction. the viewing direction.

Shoot with the “Trigger” button Press the “Grip” buttons on one controller to rotate the
on a dot in the 3D world to view world in the same way as rotating a bike handle bar.
all the features of this “Dot”.

" . Press the “Grip” buttons on two controllers simultaneousl
(additional details below) P y

to rotate and re-scale (i.e. zoom in/out) the world.

To be able to “shoot” on a dot and view all the features of the “dot”, you must have the following:

The data source must
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&> TIMi Data Source Editor — [m| X
File  Windows Help

Main Show DataSource Execution Log

Character used for Decimal Mark : I:I I ‘

Data Source Definition

O csv filemxT fle O Anatella fle O sasfle O obscLlink O oleDBlinf @ SoLite fie
Browse Datase Bremtie Last | | Browse Kibela

FileName: |

Repository Used Dir Data Dir
SQL Statement: Open SQLite Explorer
TIMi datamining project Settings
Working directory containing all the Analysis Results:
. (e Make and for
(@) Use dataset directory () Use: F:/TIMi e
Project Name ( TypeXML): | ‘ Browse

Read |all the ¥ | lines to perform the guess ?::’;r;;?:li_:ndg\{:;:tigslggggresswon-faﬁo

Start Analysis
(Generate . TypexML File)

e  You must have defined a Primary key when configuring the dataset:

9 TIMi Type Var File Editor - F/TIMi/income/census-income. TypeXML - O
File Actions Windows Help
Editor Validator Analysis Execution Log
: Filter 1 Filter 2 Filter 3
Mo Filter = [] activate l:l Invert [] [ activate l:l Invert (] [ activate | ListVar | Invert [] s
Standard Parameters Advanced Parameters
Column Mame Type Ignore Graph Dummy Illustrative Comment
country of birth mother Mominal Il [l nQcc= 43
country of birth self Mominal Il [ nQcc= 43
citizenship Mominal O O Mative- Born in the United States, F...
own business or self employed code Value [] [] 02,1
fill inc questionnaire for veteran's admin  Mominal One column must be Mot in universe, Mo, Yes
veterans benefits code Value declared as a prima ry key 201
weeks worked in year Value 1 || || ] nCcc= 53
year Value Il [ 95,94
taxable income amount Target| O O 01
key m O O nOcc>=50000
Select Viariable activatefignore Variable Type Chart & Graph Create Dummy
All Activate Ignore Value MNominal Binary [ force Yes Mo Yes Mo

When you “shoot” on a “dot”, you’ll see a panel that displays all the features of the dot. Click the blue
“Title Bar” to move the panel around:
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4499
<4 <44<4< :4
<444 <

integrated data mining

Moving the panel around.

of the “dot”:

The VR display is very handy to discover outliers and directly see the features and characteristics of all
these outliers.

Press the [Escape] button on your keyboard to exit the VR display.

7. Conclusion

This concludes our (very) brief tour of the possibilities of StarDust for segmentation analysis.
| hope you enjoyed the ride! ;-)

See youl!

Frank
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